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Preface
Toward a Global Science of
IWO Psychology

From scientific management to human relations movement, from cottage industries to craft guilds, from the industrial age to the informational society, the issues that have dominated the field of Industrial, Work and Organizational (IWO) Psychology have changed over the years. In the 21st century, IWO Psychology is becoming a global science and an arena for professional practice. In editing these two volumes, our objectives were (1) to cover recent research on work and organizational psychology by leading experts around the globe and (2) to develop a psychology of work principles that are applicable across international boundaries.

Volume 1 primarily focuses on individuals in organizations and covers personnel psychology issues. Volume 2 primarily covers organizational psychology topics that have a greater emphasis on the group, inter-group, and organizational level analyses. Both volumes include chapters on topic areas stipulated in the SIOP (Society for Industrial and Organizational Psychology), EAWOP (European Association for Work and Organizational Psychology), and Australian I/O psychology teaching syllabi, as well as topics commonly laid down by national bodies and associations in IWO Psychology.

It was our intention, as editors of this Handbook, to produce a globally contributed, globally oriented, and globally relevant collection of chapters which comprehensively covered the major topics comprising our field into the 21st Century. Such lofty ideals may well occur to the reader as having a somewhat grandiose flavor to them, so much so that in reality it is impossible to produce a truly ‘global’ treatise given such manifest cross-cultural, socio-economic, and historical differences. We were indeed highly conscious that this aim set our sights high, but we were equally determined not to allow a drift downward into parochial, single nation, local issues and perspectives to dominate this Handbook. The very title *Handbook of Industrial, Work and Organizational Psychology* reflects these aspirations on the part of the editors. Credit is due to our esteemed colleague Paul Sackett who proposed this internationally encompassing title for our field as a combination of Industrial–Organizational (I/O) Psychology in the USA, and Work and Organizational (W/O) Psychology in Europe and other countries worldwide. It is our sincere hope that IWO Psychology becomes the embracing, internationally recognized title for our field as it develops into a global arena for science and practice into the next millennium.
One important question that arises immediately from this simple issue over our choice of a title for these volumes is, ‘to what extent is IWO Psychology presently a global science and professional practice?’ As editors of this two-volume set, our view is that our field is fast becoming precisely this, a global science and practice. Let us consider the scientific and practitioner wings briefly in turn.

First, scientific findings in IWO Psychology generated predominantly in the USA have been increasingly subjected to validation in other countries around the world. No area has been more exposed to such a trend toward verification of the international validity generalization of American findings as that of recruitment and selection. Selection researchers in Europe, and elsewhere, have begun to suggest that results for certain effects found in the USA do indeed possess generalizability to other countries and cultures, countering earlier challenges that the science of IWO Psychology is merely an artifact of American culture rather than a truly global science.

Second, we have witnessed the emergence of an entirely new sub-discipline within IWO Psychology concerned exclusively with cross-national and international issues. The growth of international assignments, expatriate selection and management issues has further fueled this field, with organizations and scientists in IWO Psychology becoming concerned with cross-national moves, issues of leadership style, and re-acculturation in post-overseas assignment of personnel back into their countries of origin. These developments have shifted the perceptual, analytical, and disciplinary boundaries of IWO Psychology forever away from parochial, within-country studies; our zone of proximal development, so to speak, has been inexorably driven by these environmental changes toward international concerns and challenges.

With regard to the practice of IWO Psychology, alongside this diversification of scientific focus, simultaneous changes in the practice of organizational psychology have also taken on an increasingly multi-national shape and size. Several consultancies now boast a multi-national presence and practice with IWO Psychologists being moved between different country offices where and whenever appropriate. The largest consultancies, including Personnel Decisions International, SHL, SRA, Aon and Gallup have indeed possessed this global presence for some years now; the inevitable implication of which has been a move toward a more synonymous and standardized practice across rather than within countries. Whether there is yet a single, global market for IWO consultancy is a moot point; national and cultural differences clearly still play some part in the professional practice of our discipline. But what is inescapable is that the move toward global players on the practitioner wing of our discipline has resulted in significantly greater collaboration and sharing of expertise across countries in IWO Psychology.

In this two-volume series, we set out to summarize the major principles learnt over the years in IWO Psychology. The chapters are written by internationally eminent authors based in a variety of countries worldwide, including the USA, UK, Spain, Australia, Belgium, China, The Netherlands, Turkey, Italy, and Canada. This eclectic mix of countries of author origin was intentional on the part of the editors, in part to ensure a truly global set of contributions to this Handbook.
This is especially the case at the organizational level of analysis, where the globalization of international business and work organizations has created strikingly similar issues to come to the fore in many countries worldwide over more recent years. To neglect these inescapable inter-linkages would be to neglect the globalization of business markets, and it is therefore entirely appropriate that IWO psychology embraces these trends and insurgent patterns.

The chapters in both volumes are geared to consolidate the research and theory on topics that IWO psychologists study, drawing upon research and practice across the globe, to build theory. The ideas presented herein, hopefully, reflect and satisfy the demands of an increasingly global science and practice of IWO Psychology in the 21st century.

Handan Kepir Sinangil, Istanbul
Deniz S. Ones, Minneapolis
Chockalingam Viswesvaran, Miami
Neil Anderson, London/Amsterdam
March, 2001
Acknowledgments

Co-editing a major, globally relevant *Handbook of Industrial, Work and Organizational Psychology* required much collaboration and effort from all of us. We also experienced, first hand, what is possible in working with a team whose members were on different continents, and from varied cultural backgrounds. First, and foremost thanks are due to each other for making this a fun team to be part of. We have provided each other intellectual challenges and social support through the past three years. We have been good for each other, and hopefully good for these volumes. The order of authorship listed for the two volumes (Anderson, Ones, Sinangil, and Viswesvaran) is alphabetical. We truly shared the work equally.

For the actualization of the Handbook with 43 chapters across 2 volumes, our gratitude goes to the 79 eminent authors across 14 countries. They accepted our invitation with enthusiasm, and devoted considerable amount of effort to this project. Not only did they produce outstanding chapters, but also were timely with their revisions.

The volume of administrative work on this undertaking turned out to be much greater than anticipated. In hindsight, working with individuals across 14 different time zones is not an easy task. Our support staff at the University of Minnesota’s Psychology Department, where our Administrative Headquarters was located, were more helpful and important for this project than they will ever realize. We would like to express our gratitude to Jocelyn Wilson and Jeanette Shelton, who were our chief editorial assistants during 2000–2001 and 1999–2000, respectively. Their efficiency, professionalism, and enthusiasm made our editorial work a little easier and a little less distressing. During especially hectic times, Barbara Hamilton, Rachel Gamm and Jennifer Benka also lent helping hands and we are thankful for that. Partial financial support for the Handbook editorial office was provided by the Department of Psychology of the University of Minnesota, as well as the Hellervik Chair endowment.

We also would like to extend our sincerest thanks to the original commissioning editor of these volumes, Naomi Meredith and the SAGE (publishing) team. During the various phases of the Handbook, we relied on opinions of many colleagues and students at the University of Minnesota, Marmara University, Goldsmiths College, and Florida International University. The intellectual stimulation and care that they so freely gave proved to be invaluable.

Those closest to us, perhaps gave the most and suffered the greatest during the completion of this project. To them, we offer genuine apologies for the neglect they had to endure and for the encouragement, they, nonetheless, provided, while we labored long hours during nights and weekends. For this, Deniz would like to
thank Ates Haner (my dear husband, and an extraordinarily wonderful man),
Handan would like to thank Sinan Sinangil (my good friend and husband), and
Vish would like to thank Saraswathy Viswesvaran (my invaluable wife and
best friend).

It is our sincere hope that these two volumes prove useful to the field of IWO
Psychology.

Deniz S. Ones
Handan Kepir Sinangil
Neil Anderson
Chockalingam (Vish) Viswesvaran
PREAMBLE TO VOLUME II

In this, the second volume of the *Handbook of Industrial, Work and Organizational Psychology*, the foci and level of analysis become more meso- and macro-analytical in order to consider aspects of organizational and managerial psychology associated with work groups, organizational systems and processes, organizational change, cross-cultural organizational psychology, and other aspects of Industrial, Work and Organizational (IWO) Psychology. The 21 chapters which make up this volume cover a diversity of topics including productivity, job satisfaction, stress, leadership, communication, teamwork, organizational development, organizational theory, culture and climate, and cognitive processes in strategic management, and several other topics.

The chapters are again written by authors based in a variety of countries worldwide, including the USA, UK, Australia, The Netherlands, Turkey, Italy, China and Canada. This eclectic mix of countries of author origin was intentional on the part of the editors, in part to ensure a truly global set of contributors to this Handbook. This is especially the case at the organizational level of analysis, where the globalization of international business and work organizations has caused strikingly similar issues to come to the fore in many countries worldwide over more recent years.

STRUCTURE OF THE VOLUME

In the first chapter of this volume, Neal and Hesketh consider the vexing issue of productivity in organizations. In common with several other chapters in this Handbook, problems present themselves to researchers active in this field from the outset, in that there exist on-going disagreements over precise definitions of the term ‘productivity’ in work organizations. The chapter begins with a valuable review of these conceptual differences of opinion, offering invaluable guidance to those new to this topic area on different conceptualizations of productivity and different operationalizations of the term by various researchers. Few would argue that productivity is not an important issue, regardless of the type of organization concerned; what is apparently more problematic is to specify with any degree of consensus exactly what is meant by the term. Nevertheless, Neal and Hesketh offer a useful guide through this debate and move on to consider productivity research at different levels of analysis and for different types of outcome variables. They consider the range of methods for measuring productivity (e.g., operational outcomes, profitability, market value, financial efficiency), all of which have predictable advantages and disadvantages it seems. Notwithstanding these issues of definitional and measurement difficulty, they provide a concise and thorough review of extant research into the determinants of productivity at the organizational and work group levels of analysis. Some overlaps are apparent here with the chapters in this volume by West (Chapter 14) and Mathieu, Marks, and Zaccaro (Chapter 15), but the distinguishing characteristic of the present chapter is its attention to productivity concerns at both of these levels of analysis.

In the following chapter, Judge, Parker, Colbert, Heller and Ilies review the mass of research conducted by IWO psychologists into job satisfaction.

---

**Handan Kepir Sinangil, Chockalingam Viswesvaran, Deniz S. Ones, and Neil Anderson**
This topic, it seems, has generated one of the most active areas for empirical study in our field over the last few decades. The authors point to a substantial growth in the number and range of empirical studies conducted by IWO psychologists over recent years, and in so doing they provide a timely summary and overview of this burgeoning area. Basing their review on differing theoretical approaches to job satisfaction (situational, dispositional, and interactive), Judge et al., identify over 10,000 individual studies into job satisfaction, which they persuasively claim makes this topic ‘perhaps the most widely studied topic in all industrial/organizational psychology’. Since most of these studies took place in the USA, the authors rightly raise the question of the international generalizability of the American findings, an issue that they go on to review in some worthwhile detail. Countering previous meta-analytical find-\ings of an apparent lack of relation between job analysis and job performance, the authors present compelling international evidence that the two are more closely associated than past research had supposed. This in itself warrants the attention of IWO researchers active in this area, and the findings of Judge et al., presented in this chapter may well prove in the future to be a turning point in the historical development of job satisfaction research in our discipline.

The third chapter in this volume is by Donovan and focuses exclusively upon work motivation. Donovan organizes this chapter by the major theories of work motivation prominent in our field: Equity Theory, Expectancy Theory, Cognitive Evaluation Theory, Goal Setting Theory, Control Theory, and Social Cognitive Theory. For each, he presents a cogent review of the theoretical precepts followed by a more detailed review of the empirical research conducted into work motivation, which has adopted this theoretical orientation. Interestingly, what becomes quickly apparent from the author’s neat structuring of this massive area of research is that the voluminous number of research studies carried out by IWO psychologists have each adopted a favored theoretical orientation almost to the total exclusion of other potentially complementary stances. On the other hand, only a small minority of studies have attempted an integrative theoretical orientation, perhaps in part dissuaded by the sheer complexity of this very task. This has resulted in a large but fragmented field of research, with individual researchers favoring a particular theoretical approach and largely carrying out studies solely within this approach. Donovan concludes his laudable integrative review of this disparate field by arguing for integrative model building and encompassing frameworks as the over-riding concern for researchers active in this area into the foreseeable future.

Heneman, Fay, and Wang contribute the following chapter (Chapter 4). The authors, emanating from the USA and China, review research into compensation systems from an international perspective but with particular reference to China as a country that is becoming increasingly affected by questions of worker compensation and reward. Compensation is defined as ‘pay, benefits, and other rewards with monetary value’, and as the authors point out, employee compensation alone can represent substantial portions of an organization’s entire turnover in any financial year. Yet, relative to other areas in IWO psychology, less research attention appears to have been devoted to this topic than would be ideal, and the precise effects of different compensation systems and strategies upon individual and team performance remain shrouded in some doubt, not least by the contradictory findings of some existing research. Moving the concern to an international or cross-cultural stage, it is not surprising therefore that the picture becomes fundamentally more complex and multi-faceted. The authors review existing findings and place them in an international context with some aplomb, concluding that compensation systems unequivocally affect individual, group, and organizational performance, and that earlier studies that were confined to the US may well have international generalizability to China.

Occupational stress and strain is the topic reviewed in Chapter 5 by Hart and Cooper. As traditionally one of the most prolifically active areas of research in IWO psychology, the authors undertake the gargantuan task of reviewing the literature and applied findings in this area with genuine brevity. Moreover, they undertake a constructively critical overview of this topic area by suggesting, some might consider somewhat controversially, that the framework of occupational health provides a key integrative vantage point from which to view these important issues. Decrying the lack of generally accepted definitions of stress and strain in the workplace, Hart and Cooper’s chapter represents nothing less than a masterclass in the intellectual construction of integrative review; most crucially much of the latter part of their chapter is dedicated to the development of a synergistic perspective – organizational health as the quintessential nodal link between stress, individual performance, and organizational performance. Far from merely reviewing the morass of individual studies into stress and strain, the authors put forward an integrative, future-oriented framework upon which occupational stress research can be based, and within which stress research can be inextricably linked to individual and organizational performance.

In Chapter 6, Arnold presents an outstanding review of careers theory and empirical research. The author presents a state-of-the-art overview of this changing field, alluding to the huge shifts in business and work organizations which have inescapably impacted upon career trajectories for individuals on the one side, and the increasingly problematic
activity of career management by organizations on the other. Arnold describes irrefutable accumulated evidence that the ‘traditional’ within-function, upward spiralling career is today almost an historic relic. Rather, multi-skilled, multiple-function, and disparate career trajectories are becoming the norm with the individuals themselves responsible for their own career management strategy rather than this being the preserve of the organization’s personnel department or HRM function. The knock-on challenges to IWO Psychologists from these changes in career paths and the displacement of career management onto the individual are particularly noteworthy. Yet, as a discipline, Arnold notes that much is left to be done in this regard and that we are in the very early days of being able to respond constructively to these environmental changes which are forcing a fundamental re-think over the whole notion of careers for both individuals and organizations alike.

In Chapter 7 Schalk and Rousseau address the emerging topic of psychological contracts in the employment relationship. They present a notably concise review of the growing body of empirical studies into the causes, effects, and modus operandi of the psychological contract, suggesting that contracts are continually evolving, open to negotiation, and may well be violated more often than might be expected at first glance. In keeping with the theme of globalized IWO psychology for this Handbook, the authors consider elemental changes in the psychological contract in several diverse countries in North America, Europe, and Austral-Asia.

Organizational justice theory, models, and research are the concern of Chapter 8 by Gilliland and Chan. In common with the preceding chapter, organizational justice has emerged as a topic area in IWO psychology relatively recently compared with topics such as stress, job satisfaction, and selection. Yet the growth of research interest into organizational justice has, as the authors vividly point out, been marked over the last two or three decades particularly. Why should justice be a pertinent concern in IWO psychology, some might ask? The authors present a cogent rationale for the importance of fully incorporating justice research into mainstream IWO psychology, and moreover, present indisputable evidence for where justice has already been a pertinent concern in other related research areas in our discipline including selection, appraisal, compensation, sexual harassment, and diversity management. If anything, on reading this chapter one is struck by the potential for justice approaches to span most if not all areas currently forming IWO psychology, and that this topic area presents a multitude of potential theoretical and empirical linkages across our field. Gilliland and Chan sub-divide their chapter into two parts, theory and application. In the first they consider the theoretical underpinnings of the construct of organizational justice; in the second they review extant research into this importantly emergent area. They conclude with a future conditional for justice research, highlight the main directions for future research, and point again to the potential this construct undoubtedly has for sedimentary dispersal into other perhaps more established areas of IWO psychology.

Two Dutch IWO psychologists, Den Hartog and Koopman have contributed Chapter 9. In contrast to the preceding two chapters, no one would describe leadership as being a recently emergent topic in our discipline. Rather, as the authors themselves point out, leadership as an area, and leadership research, has been a longstanding concern for IWO psychologists for at least the last 60 years and some would argue for considerably longer. Reviewing trait, style and contingency theoretical approaches initially, the authors present an easily accessible but comprehensive overview of these major alternative approaches to conceptualizing and researching leadership. Highlighting issues such as charismatic leadership, contingency styles, perceptions amongst subordinates of a need for leadership, attribution processes and biases, and transactional and transformational leadership, they lead the reader through the mass of published applied research in this area. They conclude by discussing approaches to, and existing research on, cross-cultural leadership and the challenges to leaders posed by the globalization of business, overseas leadership assignments, and expatriate managerial moves. Perhaps as an apt mantra for this Handbook, and even the whole field of IWO psychology in the future, the authors cite Shamir (1999): ‘...boundaryless, flattened, flexible, project-based and team-based organizations that employ temporary, externalized and remote workers, whose tasks are more intellectual and less routine and cannot be controlled and coordinated by structure or direct supervision, need mechanisms of coordination through shared meaning systems, a shared sense of purpose, and high member commitment to shared values’.

Communication in organizations is the subject area considered by Langan-Fox in Chapter 10. Needless to say, the changes wrought by new information technology, particularly electronic mail, together with flatter, more team-based methods of work organization, have transformed past methods and means of communication between members of almost all organizations in the modern commercial world. The author provides a timely and much-needed review of this perhaps slightly neglected area in IWO psychology, and indeed she argues that research has failed to keep up with these environmental changes to some extent. In this ‘brave new world’ of information technology-facilitated communication in work organizations, she points out several challenging areas where research is called for, wherein communication is a central determinant of organizational performance, not just a
mediating variable between other more important cause–effect relations.

In Chapter 11 Jackson and Joshi consider how the increasing diversity of workforces, either at the domestic local level or at the national and international level, has forced organizations to confront and to grapple with issues of substantive interindividual differences in their staff member groups. Not least in the USA where several aspects of organizational entry, treatment of employees, promotion and career opportunities, and other human resource management issues are governed by legal provisions, the specter of diversity has loomed large in the concerns of HR practitioners and IWO consultants in the field. The chapter covers five major themes: complying with the legal requirements, interpersonal dynamics and how they relate to group differences, single attribute versus attribute profile research, situational specificity in diversity research, and, training and OD interventions to facilitate organization change. The authors conclude their impressively comprehensive review of these issues inherently associated with diversity with suggested directions for future research both within the USA and internationally.

Excuses the editors have used (with greater or lesser degrees of success it has to be admitted) include mechanical breakdowns of the train/car/metro/plane/bicycle, illness of self/family members, dental or doctors appointments, urgent phone calls from abroad, and for the past four years having to work from home/entirely away from home on a major, two-volume Handbook for our field. We refer, of course, to our lateness and absenteeism from our respective employing academic departments (or our homes)! Lateness and absenteeism constitute two of the three phenomena ably reviewed by Johns in Chapter 12. Together with his third phenomenon, turnover, these psychological processes, the author argues, form a comprehensive model of ‘organizational withdrawal’ by employees. Johns engages the reader in a compelling all-stops-tour of the literature in each of these three areas, his intent and style being one of critically questioning and examining taken for granted assumptions for related events in these aspects of counterproductive behavior in the workplace. He contrasts the withdrawal model with the social and dispositional models as alternative theoretical frameworks for these behaviors, and concludes with potent suggestions for improvements to research in these areas for the immediate future.

Chapter 13 is, in common with many others in this Handbook, the result of an international collaboration between the authors, Wanberg and Kammeyer-Mueller in the USA and Kan Shi in China. Not surprisingly, they adopt a cross-cultural perspective towards the potentially psychologically charged issues of job loss and unemployment. Even a cursory review of their chapter by the reader will reveal that the deleterious effects of unemployment are not confined to western, post-industrial countries. Indeed, the authors highlight specifically the current predicament of China where unemployment has risen as a result of massive scale programs of economic reform. To those who are unfamiliar with China’s recent history and changing economic aspirations, this chapter will likely make informative reading, sufficient to confront several naive stereotypes of this country’s employment policies and the economic realities facing workers. And these realities unavoidably include the disconcerting possibility of job loss and unemployment for the average citizen. As importantly, this chapter provides a notable example of the globalization of research in IWO psychology, in that the effects of unemployment and job search behavior found in earlier studies carried out in North American and European countries have been largely generalized to the very different social context of China.

In Chapter 14 West contributes a topic area which has increasingly occupied IWO psychologists over more recent years – teamwork. As organizations have become more team-based in their work designs and as ad hoc and permanent teams have become the norm within organizations as ways to maximize human potential and performance, it is encouraging for us to stand witness to this exponential growth in research efforts into team effectiveness directly as a result of these changes in organizational structures and cultures. West, prominent amongst researchers in this area, links team processes to innovation and creativity, as potential synergistic outcomes from numbers of individuals working together as part of a team or work group. His chapter draws from the notion that for humans beings working alongside others as part of a team is congruent with basic human nature, emotions, attitudes, and psychological needs. He goes on to present more than ample evidence that such aspects of teamwork processes are associated with innovation and creativity as measurable outputs of work groups.

It is fitting that the chapter which follows West’s chapter on teamwork addresses the emergent topic of multi-team systems theory. Its authors, Mathieu, Marks, and Zaccaro posit a theory and model of multiple teams working interdependently within organizations, as a form of organization structuring that has gained substantially in popularity over recent years. Their chapter confronts square-on the meso-analytical ground of inter-team interactions, functioning, and processual dynamics in modern-day organizational settings, and it highlights the inherent challenges in such structures for leadership, communication, information technology, and organizational learning. Their MultiTeam Systems (MTS) theory represents an innovative point of departure for IWO psychologists active in team level research or practice interventions; most valuably the authors develop and explicate their carefully crafted theory with genuine eloquence and
concern for its practical implications in MTS workplaces. Together with the previous chapter by West, which focused upon intra-team issues, this contribution by Mathieu, Marks, and Zaccaro toward a general theory of inter-team processes represents landmark reviews of teamwork issues now facing many organizations in several countries. IWO psychologists clearly have a major contribution to make to understanding these issues in practice, and indeed, it is likely that both intra-team and inter-team processual dynamics will become increasingly important areas to which our field can make a unique contribution.

Highhouse’s chapter on judgment and decision making (Chapter 16) reminds us as IWO psychologists that other related fields in psychology and management research often have much to offer for our understanding of phenomena in the world of work, and that we should guard against becoming too isolated in our ontological and empirical perspectives. Indeed, as the author vividly shows, the field of judgment and decision making (JDM) has benefited tangibly from its historical development as a multidisciplinary field, drawing as it does from social, clinical, and consumer psychology, as well as several sub-disciplines of the management and organization behavior sciences. Despite these apparent benefits, Highhouse quite rightly bemoans the reluctance of IWO psychology to embrace JDM research and he details unequivocal areas of overlap between the two where the disparate fields could clearly learn from each other. Have we as IWO psychologists been myopic to the point of being blinded to the wider approaches and perspectives offered by JDM research? Highhouse argues in both the affirmative and to the contrary. He suggests that in certain areas the IWO literature has been at the forefront of adopting JDM approaches and synergizing from its research findings, while in others he laments the continued isolation of IWO research. As an important review of the field of JDM research as it applies to IWO psychology, Highhouse’s chapter provides IWO psychologists with a single-source introduction of stature that deserves to be attended to by colleagues in our field.

In Chapter 17 Sinangil and Avallone present the broad topic of organization development and change. Their chapter provides a comprehensive overview of the predominant perspectives, models, and important empirical research in organization development (OD). The authors’ review covers a four-decade period from 1960 up until 2000, and is therefore laudable in its aim of presenting an accessible overview of the mass of empirical studies into OD interventions published across several countries over this 40-year period. Their chronological structuring of this large body of material also provides an insight into the ways in which OD has itself developed over these years, in terms of definitional characteristics, methodological sophistication, levels of analysis, intervention orientations, and published studies in this field. Sinangil and Avallone move on to critically consider the empirical evidence in support of a range of OD techniques, and it is clear that this field, despite benefiting from numerous studies over this period, still has some way to go to generate compelling data to overcome doubts over the efficacy of some of the more faddish OD methods and techniques we have witnessed over these years.

The vexing issue of management interventions into organizational systems is addressed in some detail in Chapter 18 by Cardy and Selvarajan. Few would dispute that a key role of senior management is to attempt to maximize the on-going performance of their organization both in the short-term and over the longer-term. Over the years this imperative has generated a whole host of planned intervention programs, most of which produce simultaneously immediate recognition and not a little skepticism amongst IWO psychologists – management by objectives, quality circles, total quality management, business process re-engineering, to name only some of the more recent ones. The authors adopt a cautiously critical approach to reviewing the gamut of such interventions, and the reader will be relieved to hear, present evidence both for and fundamentally against the more faddish manifestations of planned change programs. As importantly, especially in the context of our Handbook, which as already stated is intended for a global audience, this chapter critically evaluates the international generalizability of different management interventions.

Chapter 19 is far from unrelated to the previous chapter. Usdiken and Leblebici provide an expansive review of recent trends and developments in organization theory. For a long time only a distant disciplinary cousin to IWO psychology, which has tended to be more empiricist in orientation, the current state-of-the-art in organization theory is here ably reviewed by the authors. A brief historical overview is presented initially, from which the reader will glean invaluable insights into why the present-day field of organization theory appears to be highly pluralistic, lacking in consensus, and replete with competing paradigms, perspectives, and empirical assumptions. This chapter will be especially useful for IWO psychologists who are less familiar with this area, for instance if they have specialized in more micro-analytic issues of personnel selection, performance appraisal, ergonomics, or individual stress and strain. Equally, however, the chapter will provide a useful update and state-of-the-science review for practitioners and academic researchers active in this area. The authors conclude their chapter with a futurological discussion of the likely directions for organization theory, including increased methodological rigor, multidisciplinary theorizing, and tensions between fragmentation versus integration in this area.
In the penultimate chapter of this volume, Ashkanasy and Jackson review a topic area which has witnessed an explosive growth in interest from IWO psychologists over the last twenty years or so – organization culture and climate. They argue that ‘culture and climate are overlapping and complementary constructs, amenable to multi-method research that cuts across disciplinary boundaries’. Adopting a primarily psychological conceptualization of these constructs, the authors nevertheless point up overlaps with sociological and anthropological research traditions into particularly culture, in so doing making a worthwhile distinction between climate and culture as separate but overlapping constructs. Ashkanasy and Jackson consider different definitions of each, measurement approaches by researchers to each, and relationships found in the extant research to outcome variables with each. Their chapter covers an expansive amount of ground with considerable clarity in interpreting what at times is complex and contradictory material in the literature.

In the final chapter of this volume, and of the Handbook as a whole, Hodgkinson presents a cogently argued review of cognitive processes in strategic management. Selected intentionally by the editors as a more projective area within IWO psychology which is likely to emerge to the foreground of our discipline over the coming years, Hodgkinson’s chapter provides a persuasive rationale as to why IWO psychologists should be seriously considering this area for greater research and practice attention. The formulation of strategy and policy by senior management teams in organizations has traditionally not been a pressing concern for IWO psychologists, yet a cursory reading of this chapter will leave many readers wondering why this has been the case. Hodgkinson examines aspects of judgment heuristics, information processing biases and errors, and cognitive process dynamics, found by the extant research in this area to be related to strategic policy formulation. He proceeds to examine the ways in which management team composition may impact upon these processes, then reverts to a more individual level of analysis finally to explicate the ways in which research has uncovered senior managers mental models of organizational environments. Hodgkinson concludes this fundamentally challenging chapter to fellow IWO psychologists with calls for future research directions, and for the incorporation of this sub-field into mainstream IWO psychology as a logical next step. It would be indeed a brave researcher or practitioner in our field who would disagree with him.

CONCLUDING THOUGHTS

An important, pervasive and irreversible development in the recent years has been the globalization of business. The research summaries and ideas contained in the chapters of this volume will hopefully facilitate the training of IWO psychology professionals, help practitioners meet emerging challenges and enable researchers to embrace a truly globalized field of organizational psychology. Several exciting turns are ahead and we hope this volume captures some of the excitement in our field, as well as highlighting many of the invaluable contributions that IWO psychology has to offer work organizations presently and into the future.
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INTRODUCTION

Over the past 15 years, we have seen a dramatic growth in interest in the development of models of individual job performance. Surprisingly, however, relatively little attention has been paid to the development of models of productivity. The individual performance literature has focused on building models of performance that specify the different components of performance, and the factors that are responsible for individual differences on these components (e.g., Motowidlo, Borman & Schmit, 1997). This research is important because it has substantially improved our understanding of performance, and has facilitated the development of more effective management practices. Within the productivity literature, however, we do not have integrative models that specify the different components of productivity and identify the factors that differentially affect each of these factors. As a result, we understand relatively little about productivity, or the mechanisms by which different factors influence productivity at different levels. In this chapter we address this issue by considering firstly problems relating to the conceptualization and measurement of productivity, and then reviewing the factors that influence productivity at the group and organizational levels of analysis.

CONCEPTUAL ISSUES

Defining Productivity

Most previous reviews of the productivity literature have commented on the difficulty of defining and measuring productivity (e.g., Campbell & Campbell, 1988; Pritchard, 1992). There is substantial disagreement within the literature regarding the use of the term productivity, and related constructs such as performance, effectiveness, and efficiency. Part of the difficulty with defining productivity is the absence of generally agreed definitions for performance and effectiveness. Performance, effectiveness, efficiency, and productivity are used by a number of different academic disciplines, and are used at different levels of analysis. Disciplines that use these terms include work and organizational psychology, organizational behavior, industrial engineering, strategic management, finance, accounting, marketing, and economics. Levels of analysis at which these terms have been used include the individual, group, divisional, organizational, and
national levels. In the current section, we review the varying uses of these terms within the work and organizational psychology literature.

There is relatively widespread agreement regarding the use of terms at the individual level of analysis. The definitions that are commonly used today were developed by Campbell, Dunnette, Lawler and Weick (1970). The term ‘performance’ is used to refer to the proficiency with which individuals carry out behaviors or activities that are relevant to the organization (e.g., Motowidlo et al., 1997). A number of different components of individual performance have been identified within the literature. These include technical proficiency, job dedication, teamwork, and citizenship (Conway, 1999; Neal & Hesketh, 2000; Organ, 1990; Van Scotter & Motowidlo, 1996). Performance is differentiated from effectiveness, which refers to the outcomes that stem from those behaviors or activities. Effectiveness is typically expressed as a ratio, in which the observed level of output is compared to a standard or goal. Examples include the ratio of actual to target sales, or the number of publications that an academic produces, compared to an accepted benchmark. Efficiency is also expressed as a ratio, in which the observed level of output is compared to the resources required to produce it. Examples include sales compared with salary, promotion and travel costs, or number of publications compared with grant income. There is general agreement that terms such as performance, efficiency, and effectiveness can be used at an individual level. However, there is some disagreement over the appropriateness of using the term ‘productivity’ at the individual level. Pritchard (1992) argues that the term ‘productivity’ should be reserved to refer to the output of units at a higher level of analysis, such as groups or organizations.

When moving to the group or organizational level of analysis, there is less agreement regarding meaning and the use of terms. Efficiency is the only term that appears to have a meaning that is consistent with its use at the individual level. All other terms are used inconsistently. This may reflect the greater variety of discipline areas that address productivity at a group level (e.g., economics and sociology, as well as psychology). The individual level, by contrast, tends to be primarily the domain of psychology and human resource management.

The term ‘performance’ is sometimes used to refer to the proficiency with which groups or organizations carry out specific types of activities (e.g., Brodbeck, 1996). According to this definition, performance reflects the proficiency with which the group applies knowledge, skill, and effort to the task. This use of the term is equivalent to that at the individual level. Other authors use the term ‘performance’ to refer to output. For example, McGrath (1964) uses ‘performance outcomes’ as criteria for evaluating group effectiveness. At the organizational level, the term ‘firm performance’ is frequently used when referring to financial or operational measures of output (e.g., Ketchen, Thomas & McDaniel, 1996).

Uses of the term ‘effectiveness’ also vary widely at the group and organizational levels. Quinn and Rohrbaugh (1983) identified four competing models of organizational effectiveness that are commonly used within the literature. These are the Rational Goal, Open Systems, Human Relations, and Hierarchical models. The Rational Goal model assumes that the dominant coalition within the organization has a set of coherent goals (e.g., profit maximization), and that measures of organizational effectiveness should assess the extent to which the organization attains those goals (Barnard, 1938; Etzioni, 1964). The Open Systems model assumes that the primary organizational goal is growth and the acquisition of resources, and measures effectiveness in these terms (Shipper & White, 1983; Yuchtman & Seashore, 1967). The Human Relations model defines effectiveness in terms of social attributes, such as trust, participation, and openness (e.g., Likert, 1967). Finally, the Hierarchical model emphasizes the importance of criteria such as stability, control, and efficiency.

Differences in the uses of the terms ‘performance’ and ‘effectiveness’ at the group and organizational level have created problems for definitions of productivity. One of the major discrepancies concerns the relationship between productivity and effectiveness. One view holds that effectiveness should be used as an indicator of productivity (Pritchard, 1992). This approach adopts the same definitions of effectiveness and efficiency found at the individual level of analysis within the work and organizational psychology literature (e.g., Campbell et al., 1970) for use at higher levels. According to this view, measures of productivity should assess output. Output can be assessed in relation to a goal (‘effectiveness’), or in relation to the resources required to produce that output (‘efficiency’). Pritchard’s (1992) approach has been developed explicitly within a Rational Goal approach to organizational analysis (see also Pritchard, Jones, Roth, Stuebing & Ekeberg, 1988).

An alternative view, which is adopted in the current chapter, holds that productivity should be regarded as an indicator of effectiveness. According to this view, productivity is simply one of many criteria that can be used for evaluating the effectiveness of groups and organizations. Each of the different approaches within the competing values model can be used to generate effectiveness criteria. Hackman (1987), for example, distinguishes between three criteria for evaluating group effectiveness: productivity, well-being, and viability. Productivity is defined as output, and is assessed in relation to the expectations of relevant stakeholders, such as clients and managers. Well-being reflects the extent to which the group meets the social and psychological
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needs of its members. Viability is defined as the capacity of the group to continue working together in the future. These criteria reflect the differing orientations inherent in the Rational Goal, Human Relations, and Open Systems approaches to organizational effectiveness.

In the current chapter, the term ‘productivity’ refers to any type of output that is valued within a Rational Goal approach. By adopting a Rational Goal orientation, we do not mean to downplay the importance of the other types of effectiveness criteria that are emphasized within the Human Relations and Open Systems approaches. Indeed, the potential links between productivity and these other classes of effectiveness criteria demonstrates the importance of integrating research conducted within these alternative perspectives. For example, within the psychology literature, studies have reported positive relationships between employee morale and indicators of productivity, such as customer satisfaction and production quality (e.g., Ostroff, 1992; Ryan, Schmit & Johnson, 1996; Schneider, 1991; Tornow & Wiley, 1991; Wiley, 1991). Furthermore, Bernhardt, Donthu and Kennett (2000) found that relationships between customer satisfaction and profitability emerged when these variables were tracked over time. Within the strategic management literature, a number of studies have examined the link between corporate social responsibility and productivity. Some studies have reported a positive relationship between corporate social responsibility and productivity (Cochran & Wood, 1984; McGuire, Sundgren & Schneeweis, 1988; Waddock & Graves, 1997), while others have not (Aupperle, Carroll & Hatfield, 1985; Shane & Spicer, 1983, and McWilliams & Siegel, 2000). In the current paper, however, we focus only on productivity, and do not deal with these other criteria.

Finally, following Pritchard (1992), we restrict the use of the term productivity to the group and organizational levels of analysis. As a result, we do not include literature that has examined goal attainment at the individual level of analysis.

Measuring Productivity

There is a wide variety of measures of productivity that are commonly used in research and practice. Measures of productivity can include the following:

- Measures of operational outcomes, such as customer satisfaction, production quantity, production quality and production efficiency (e.g., machine utilization and machine downtime);
- Measures of profitability (alternatively referred to as ‘accounting’ measures), such as net profit, profit margin (profit divided by total revenue), and return on capital employed (net profit divided by the capital obtained from shares, reserves, and loans);
- Measures of market value (alternatively referred to as ‘financial’ measures), such as earnings per share (net profit divided by number of shares), yield on shares (dividend per share divided by share price), the price-to-earnings ratio (share price divided by earnings per share), and Tobin’s q (market value of the firm divided by the replacement cost of assets);
- Measures of financial efficiency and liquidity, such as the total asset turnover ratio (sales divided by total assets), turnover per employee (sales divided by the total number of employees: also termed ‘partial labor productivity’), the stock turnover ratio (average holding of unsold stock divided by sales), the ratio of current assets to current liabilities, and the gearing ratio (external borrowing divided by total capital employed); and
- Measures of market position, such as market share and growth.

Relatively little research has examined the overall factor structure of these different types of measures. The majority of research that has examined interrelationships among different types of productivity measures has simply focused on measures of profitability and market value. A number of studies have shown that the correlation between measures of profitability and market value is positive, but small. For example, Jacobson (1987) found that the correlation between return on investment and stock return for 241 firms over the period from 1963 to 1982 was only 0.14. More importantly, a number of studies have found that measures of profitability and market value load onto separate factors, and that these factors tend to have relatively low intercorrelations (e.g., Dubofsky & Varadarajan, 1987; Gomez-Mejia, Tosi & Hinkin, 1987; Hoskisson, Hitt, Johnson & Moesel, 1993; Murray, 1989; Rowe & Morrow, 1999).

In many respects it is not surprising that profitability and market value are weakly related. Measures of profitability assess productivity in the short term, and are based on historical data (e.g., sales in the past year). Measures of market value reflect the present value of future income, and are dependent upon investors’ perceptions of future productivity. While perceptions of future productivity may be influenced by current profitability, a range of other factors may come into play. For example, Fryxell and Barton (1990) demonstrated that the relationship between measures of profitability and market value varied over time, and across groupings of companies pursuing different competitive strategies. When market conditions were stable, overall financial performance (estimated as a single latent factor within a confirmatory factor analysis) was predominantly determined.
by profitability. When market conditions were unstable, the factor loadings for profitability measures declined, while the loadings for market measures increased. These findings demonstrate that the factor structure of productivity measures can be influenced by temporal and contextual variables.

Another point to note is that different types of measures tend to be used at different levels of analysis, by different stakeholders, for different purposes. For example, managers use productivity data for at least three different purposes: (a) for strategic planning and policy making; (b) controlling and coordinating parts of the organization; and (c) motivating employees (Pritchard, 1990). Managers may use measures of profitability, financial efficiency, and market success for strategic planning, while using operational measures, such as production quality, for controlling the operation of production systems and motivating employees. Investors, on the other hand, may use financial measures, such as the gearing ratio and the price-to-earnings ratio, in order to evaluate the risk of an investment. There is no single operationalization of productivity that can be used across all contexts.

A final point to note is the comparative neglect of the timing of the measurement of the indicators of productivity. The current economic cycle in most Western countries tends to favor indicators that relate to the short term, in order to demonstrate immediate returns to shareholders and other interested parties. However, as noted previously, profitability in the short term is only weakly related to market value in the long term. The quickest way to achieve cost savings is to reduce staff, or to outsource many activities. These short-term measures obscure the longer-term costs stemming from the loss of staff loyalty and commitment, and from potential long-term skill shortages. Classic examples have been found recently in several large public utilities supplying gas, water, and electricity, where downsizing has been initiated ahead of privatization, in order to maximize the perceived profitability of the organization. Large-scale disasters in the form of power blackouts, inadequate quality control testing of water supply, and inadequate attention to maintenance and safety have cost the companies large sums in the long term. In many instances these disasters arose because the skill base of the organization had been degraded, reducing the capacity to cope with emergency situations and ongoing preventive maintenance. Time- or delay-discounting (Hesketh, Watson-Brown & Whiteley, 1998; Kirby & Herrnstein, 1995) provides a basis for understanding the short-term productivity trap. It is advisable to include indicators of productivity over various time spans in order to retain adaptive and functional organizations.

MEASUREMENT ISSUES

In addition to the conceptual issues associated with defining productivity, there are also a number of measurement issues that need to be considered. These include (a) the problems of criterion contamination and deficiency; (b) the difficulties posed by the proliferation of weakly related measures; and (c) the effects of sampling decisions and measurement models. Each of these issues is reviewed below.

Criterion Contamination and Deficiency

Criterion contamination represents a major problem in productivity measurement. Criterion contamination occurs when the criterion measure is influenced by factors that are outside of the control of the group or organization being studied. For example, an organization’s growth in sales might be contaminated by the overall level of activity within the economy. While, in principle, we know how to control for the effects of extraneous variables using multivariate data analytic techniques, this is frequently difficult in practice. In many cases, it is not possible to identify and measure all potential confounding factors and sources of contamination. Furthermore, it is often easier to control for the effects of confounding factors in research studies, where there are large samples, than in practice, where productivity measurement is generally confined to the one organization.

Criterion deficiency is another major problem for productivity measurement. A measure suffers from criterion deficiency when it fails to capture important elements of the underlying construct. For example, operational measures of productivity that are commonly used in hospitals, such as bed utilization and average length of stay, fail to capture factors such as the quality of patient care. For this reason, it is common practice to use a wide array of measures in order to try and capture the criterion domain as completely as possible. However, the variety of different measures that can be used also creates problems, as explained below.

Proliferation of Weakly Related Measures

Over the past 40 years, we have seen a proliferation of productivity measures (Meyer & Gupta, 1994). Accountancy measures, such as return on investment, were widely used as a standard measure of organizational productivity until the late 1960s. These were then supplemented by financial measures focusing on dividends and share prices
organisations, making it increasingly difficult to
increase diversity of production systems within
production of computerized technology has seen an
partly responsible for the wide variety of opera-
tions, and adaptability, but it creates considerable
indicators does help maintain organizational diver-
lated. The changing goalposts and use of multiple
measures, as there is no value in replacing an old
new measures are typically orthogonal to the old
measures in the 1980s and 1990s.
Meyer and Gupta (1994) argue that the prolifera-
tion of productivity measures can be attributed to
the limited life span of most measures. The decline
in use of accounting measures, such as return on
investment, is illustrative. These measures were
used by 50% of US firms for evaluating capital
expenditures in 1959. By 1988, only 12% of
firms were using these measures (Meyer & Gupta,
1994). When a measure is used as a standard to
compare and evaluate different groups or organiza-
tions, then those units will respond to the contin-
gencies and learn how to score highly on the
measure. Part of this learning is ‘real,’ in the sense
that there is an improvement on the underlying
construct. For example, the dramatic reduction in
the incidence of major hull failures by commercial
ejet aircraft since the 1950s represents a genuine
improvement in outcome. However, learning can
also be ‘spurious,’ in the sense that managers and
employees learn how to produce improvements in
figures, without producing any improvement in
the functioning of the group or organization. For
example, if university funding is related to student
evaluation of course experience, faculty may do all
they can to enhance the positive appraisal of their
programs. Some aspects of this may reflect a
genuine improvement in the quality of learning, but
efforts to achieve positive student appraisals may
also result in the provision of less effortful and
challenging programs.

The effects of learning are reinforced by selec-
tion, since groups or organizations that do not
respond to the contingencies are eliminated or
rendered less viable. For example, organizational
takeovers in the USA in the late 1970s and early
1980s favored organizations that maximized short-
term profitability, and resulted in the elimination
of firms that scored poorly on these measures
(Meyer & Gupta, 1994). The result of these changes
is a decline in the variance of each measure over
time. Once productivity measures lose their ability
to discriminate between units they are then replaced
with newer measures that can discriminate. These
new measures are typically orthogonal to the old
measures, as there is no value in replacing an old
measure with a new one if they are highly corre-
lated. The changing goalposts and use of multiple
indicators does help maintain organizational diver-
sity and adaptability, but it creates considerable
difficulties in achieving coherent measures.

Technology is an additional factor that may be
partly responsible for the wide variety of opera-
tional measures that are currently used. The intro-
duction of computerized technology has seen an
increased diversity of production systems within
organizations, making it increasingly difficult to
develop standardized measures of performance and
productivity (Hesketh & Neal, 1999). For example,
the introduction of advanced manufacturing tech-
nology has seen an increase in the diversity of
production systems within that sector. As a result,
the operational measures that these firms employ
vary quite widely. This makes systematic com-
parisons across organizations within the same
sector difficult.

Sampling Decisions
and Measurement Models

A final concern relates to the sampling procedures
and measurement models that are used to character-
ize the data. Sampling decisions that have to be
made include the number and composition of indi-
cators that are used to represent an underlying con-
struct; the level of analysis at which the data is
collected and analyzed; the number of cases that are
included; and the number of time intervals at which
the data will be collected. Each of these decisions
affects the kinds of measurement models that can
be constructed, and hence the conclusions that can
be drawn from the data.

Dealing with Multiple Indicators

It is frequently desirable to combine a number of
different productivity measures into a single index,
in order to make meaningful comparisons with the
data. This is particularly important when using a
wide array of indicators to overcome problems of
criterion contamination and deficiency. A single
index has a number of advantages (Pritchard, 1990).
A single index can provide a lot of information in a
simple format that is easily understood. This allows
it to be used as an aid for decision making, and for
the diagnosis and evaluation of organizational inter-
ventions. A single index is also a powerful moti-
vational tool. It can be fed back to employees,
allowing them to learn how to improve their perfor-
ance, and motivating them to try harder. The
motivational properties of this feedback can be
further enhanced by using it within a goal setting or
incentive program (e.g., Pritchard et al., 1988).

Unfortunately, aggregating across indicators is
frequently difficult, because productivity measures
are often not on the same scale, they are often
collected at different levels of analysis, they may be
based on different sample sizes, and may have
differing variances. Where ratios are established to
compare a variety of indicators of productivity for
different groups against a series of benchmarks or a
goals, the size of the target unit, and the benchmark
unit matters. Productivity measures tend to have a
lower reliability where there are a small number of
component parts. Regression to the mean when the
productivity levels within a unit are divided by size presents another problem. For example, within universities, comparisons of research productivity among departments with very different sizes need careful consideration. A single small unit with one or two stars will inevitably come top of the merit table. However, the contribution of stars is reduced when using measures such as average productivity per staff member. It becomes very difficult for large and highly successful units to be ranked ahead of smaller departments because of regression to the mean. Furthermore, where there are different variances in measures, these will also influence the weighting of the indicators. Understanding statistical anomalies is critical to avoid spurious results.

Creating Composition Variables

It is frequently desirable to aggregate productivity data across a number of subunits. For example, assume that a manager wishes to measure the productivity of a business unit, which has a number of work teams in it. In this example, there is no overall measure of productivity available and the manager has to aggregate the output of the different teams to create it. The manager needs a theory of composition (Chan, 1998) to guide the aggregation process. The manager could base the overall measure on (a) the mean level of output produced by the work teams; (b) the variance in output produced by the work teams; (c) the output produced by a particular work team (e.g., the best or the worst team); or (d) a complex algorithm based on a model of the processes by which the units interact with each other.

The particular composition model should depend upon the nature of the production system. The mean output model is best chosen when the overall productivity of the business unit reflects an additive combination of the different teams. For example, this might occur when the teams are working independently on a product. Variability of output should be used when the key concern of the manager is consistency. In certain manufacturing settings, for example, the focus of quality control is on the variability of production, rather than the mean level of production (Demming, 1986). The output of a particular team should be chosen when the production system operates conjunctively or disjunctively (Steiner, 1972). In a conjunctive production system, productivity depends on the worst team. For example, in a manufacturing cell, a single work team can disrupt the operation of the entire cell by failing to perform its tasks properly. In a disjunctive production system, productivity depends on the best team. Product design teams, for example, may compete with each other to produce a design. The productivity of the unit as a whole is a function of the team that comes up with the best design, or the team that comes up with the design the quickest. A process model needs to be created when the productivity of the unit reflects interactions among the constituent teams. For example, improvements in the quality of work carried out by a manufacturing team that supplies semiprocessed products to other teams in the manufacturing cell may allow the other teams to improve the quality of their work as well. In this example, improvements in the performance of one team can enhance the effects of improvements in other teams.

Incorporating Time and Context

Productivity measures are frequently collected over time, or across contexts. This creates a number of problems for data analysis. One problem is that the observations are nested, and the error terms are not independent. If we measure the productivity of an organization over time, then these observations are nested within the organization. Similarly, if we measure the productivity of a number of organizations that operate under different environmental conditions, then the observations are nested within contexts. Commonly used analysis techniques, such as ordinary least squares (OLS) regression are not appropriate under these circumstances, because they require the error terms to be independent (Hofmann, Griffin & Gavin, 2000).

A second problem is that the relationships between dependent variables can vary over time and across contexts. As noted earlier, Fryxell and Barton (1990) demonstrated that the relationship between accounting and market-based measures changes over time. If the researcher or practitioner uses a measurement model that does not account for any changes in the factor structure of the dependent variables, then this can produce systematically misleading conclusions.

A third problem is that the time lag between independent and dependent variables can vary. The duration and interval of sampling is critical (Nesselroade, 1991). The researcher or practitioner needs to ensure that he or she obtains a representative sample of the time periods in which the independent and dependent variables are changing, in order to estimate these lags. Nesselroade (1991) distinguishes between two kinds of temporal variance: variability and change. Variability refers to short-term fluctuations, whereas change refers to longer-term trends. These two effects are frequently caused by differing underlying (latent) variables, but are reflected in the same set of observed (manifest) variables. Relatively sophisticated analytic techniques are needed in order to model these effects.
ANALYTIC TECHNIQUES

In the current section, we examine a range of analytic techniques that are used to help address a number of the measurement issues discussed above.

ProMES

The Productivity Measurement and Enhancement System (ProMES; Pritchard et al., 1988) was specifically designed to overcome problems associated with aggregation. ProMES can be used to measure the productivity of groups, divisions, or organizations. There are three major steps involved in the development of productivity measures within ProMES. First, the overall objectives of the work unit are identified. Second, the unit develops indicators to measure whether they are achieving those objectives. Finally, subjective assessments are made by the unit regarding the relationship, or contingency, between performance on each of these indicators and the overall ‘effectiveness’ of the unit. Effectiveness is measured on a scale from 0 to 100, which is the worst possible level of effectiveness that the unit could achieve, to 100, which is the maximum possible level of effectiveness that the unit could achieve. These contingencies can be nonlinear, allowing the system to capture changes in the marginal rate of return for improvements in different indicators. The overall effectiveness score for the work unit is calculated by summing the effectiveness scores for each indicator. Where there are a number of subunits within a broader unit (e.g., work teams within a division), the effectiveness of the unit as a whole can be calculated by scaling the relative importance of each subunit (work teams) and summing the rescaled effectiveness scores to produce an overall score for the broader unit (the division).

ProMES has a number of advantages as a productivity measurement system. These include the ability to incorporate nonlinear effects, and the provision of a common metric for measuring productivity, and aggregating across different classes of criteria and levels of analysis. Furthermore, the data can be fed back to workgroups, and used as a tool for enhancing motivation. ProMES has been used successfully for this purpose in a number of different settings, in different parts of the world. Some examples include manufacturing firms in the Netherlands (Janssen, van Berkel & Stolk, 1995), Germany (Przygodda, Kleinbeck, Schmidt & Beckmann, 1995), and the USA (Jones, 1995), and service firms in Australia (Bonic, 1995), and Germany (Schmidt, Przygodda & Kleinbeck, 1995).

The major limitations of ProMES in its current form are its reliance on an additive composition model to perform aggregation and its failure to adjust for the size of the subunit. As noted previously, additive models are not appropriate in all circumstances. It is possible to use alternative composition methods within ProMES, for example, by creating a model of the process where the contributions of different workgroups are combined, however, these have not been explored within the literature. The process of psychological scaling in ProMES, where performance is assessed against expectations, can help to overcome some of the problems associated with varying sizes of subunits if size is taken into account when setting expected levels of performance.

Hierarchical Linear Modeling (HLM)

HLM (Bryk & Raudenbush, 1991) is increasingly being used as a tool for analyzing multilevel data sets within the social sciences. HLM was designed to overcome the problems associated with time and context described previously. One of the key advantages of HLM is that, unlike OLS regression, it provides separate estimates of the error terms within and between cases, hence accounting for the interdependence of observations within cases or contexts (Hofmann et al., 2000). Growth curve models (Rogosa & Willet, 1985) are used to examine variation or change over time. Separate regression equations are first estimated to describe the relationship between time and productivity for each case. The parameters from these equations (typically the intercept and slope) are then used as dependent variables in a series of analyses examining the factors that predict differences between the cases. For example, if we wish to examine the effect of human resource management (HRM) practices on organizational productivity over time, then we would first construct a separate regression equation for each organization describing the change in productivity over time within that organization. We would then examine whether HRM practices predict organizational differences in mean productivity (using the intercept of the level 1 equations as the dependent variable), and whether HRM predicts organizational differences in productivity growth (using the slope of the level 1 equations as the dependent variable). HLM is also used to examine the effects of contextual factors, such as environmental uncertainty and hostility, in a similar manner (e.g., see Hofmann, 1997).

Structural Equation Modeling (SEM)

SEM is an effective technique for dealing with the problems posed by multiple indicators. SEM allows the user to specify a measurement model describing the hypothesized relationships between indicators (manifest variables) and underlying constructs.
(latent variables). Relatively sophisticated models can be constructed to describe change over time. For example, Muthen (1991) describes a structural model that accounts for the sources of change and stability in negative affect over time. Similar models can be used to analyze the sources of variance in productivity.

**Time Series Methods**

A number of time series methods have been developed within economics to deal with data sets where there is a small number of cases (e.g., $n = 1$), a large number of time intervals (frequently over 50), and a small number of indicators for underlying constructs. In many cases, productivity data is collected in a similar manner. Examples of techniques that can be used to analyze this kind of data include state transition analysis methods, spectral analysis methods, and vector autoregression moving average methods (Jones, 1991). These methods are rarely used within the work and organizational psychology literature.

**DETERMINANTS OF PRODUCTIVITY**

In the current section we examine the theoretical perspectives that have influenced productivity research, and review some of the key findings from this literature. Given the size of the literature involved, this review is necessarily selective. The review adopts a psychological framework, and focuses on factors that affect organizational and group productivity by influencing or constraining the behavior of individuals within organizations. Where possible, we attempt to identify the mechanisms responsible for the observed effects.

**Organizational Productivity**

**Theoretical Perspectives**

There are a range of theoretical perspectives that have influenced research examining the determinants of organizational productivity. Some of the more commonly cited perspectives are structural contingency theory (Burns & Stalker, 1961; Woodward, 1965; Lawrence & Lorsch, 1967; Van de Ven & Drazin, 1985), strategic choice (Hrebiniak & Joyce, 1985), population ecology (Aldrich, 1979; Hannan & Freeman, 1984), resource dependence theory (Barney, 1991; Pfeffer & Salancik, 1978), and sociotechnical systems theory (Katz & Kahn, 1978; Trist & Bamforth, 1951; Trist et al., 1993).

Structural contingency theory assumes that productivity is dependent upon a fit between the internal characteristics of the organization, and the environment in which it competes. Most of the research stemming from this tradition has focused on the fit between factors such as environmental uncertainty, and organizational structure, strategy, and technology. The strategic choice and population ecology perspectives also emphasize the importance of fit, but differ with respect to the role of management. The strategic choice position assumes that managers can make sense of the environment in which they operate, and make choices accordingly. Research stemming from the strategic choice position has, therefore, tended to focus on productivity as a key dependent variable. The population ecology position, on the other hand, assumes that organizational characteristics are environmentally determined, and that managers have relatively little freedom of choice. If an organization does not have the characteristics that are required for it to compete within its environment, then according to this view, it will fail. As a result, a limited number of organizational types will come to dominate the general population. These types will have the structures, strategies, and technologies that are congruent with their environment. Most of the research stemming from the population ecology tradition has, therefore, focused on organizational survival, and has tended not to incorporate measures of productivity.

Resource dependence theory is closely related to population ecology, and emphasizes the importance of interactions between the organization and the environment. Productivity is argued to be dependent upon the acquisition and exploitation of scarce and valued resources. Organizations are argued to be more likely to gain a sustained competitive advantage if they can obtain resources that are valuable, scarce, difficult to imitate, and hard to substitute for (Barney, 1991). One of the problems with this approach has been the difficulty of operationalizing the concept of resources (Bedelian, 1994). Recently, however, substantial progress has been made in the measurement of human resources, which has allowed an examination of the link between human resources and productivity.

Finally, sociotechnical systems theory emphasizes the importance of interactions between the social and technical subsystems within the organization. According to this approach, the technology adopted by an organization constrains the social system by shaping the behaviors of individuals working with the technology. The social system, on the other hand, also constrains the way that the technology operates. In order to maximize productivity, the organization has to ’jointly optimize’ the two subsystems, and effectively manage the interactions between these systems and the external environment.

The following section reviews some of the key empirical findings regarding the determinants of productivity at the organizational level.
Structure, Strategy, and Technology

Research has shown that the fit between organizational characteristics and environmental conditions does predict productivity, although the effects are not strong (Penning, 1992). In a classic study, Burns and Stalker (1961) examined British electronic firms in the postwar era. The markets that these firms were competing in were changing and becoming more complex. Firms that adopted an organic structure (e.g., by reducing centralization and increasing employee participation) had higher levels of productivity than firms that retained a mechanistic structure. Similar findings have been reported more recently, although the findings are not always consistent (Ketchen, Thomas & Snow, 1993, Ketchen et al., 1996).

More recently, research has used configural analyses to test these hypothesized relationships. Organizational configurations refer to "any multidimensional constellation of conceptually distinct characteristics that commonly occur together" (Meyer, Tsui & Hinings, 1993: 1175). Configural theories assume that particular configurations of structure, technology, and strategy co-occur within organizations operating within similar environments, because these characteristics are interdependent and are subject to the same constraints. These theories assume that the effectiveness of different configurations depends on the environment, although a number of different configurations can be effective in any given environment. Miles and Snow (1978), for example, identified four types of organizations: prospectors, defenders, analyzers, and reactors. Prospectors are characterized by organic structures, high levels of interdependence between units, nonroutine technologies, low levels of specialization, and high levels of environmental scanning. Defenders are characterized by mechanistic structures, routine technologies, high levels of specialization, low interdependence, and long-term planning. Analyzers operate routinely and efficiently in stable markets, but watch competitors closely for promising ideas, which are adopted quickly when the market is turbulent. Reactors have no consistent strategy. Doty, Glick and Huber (1993) found that measures of fit between organizational characteristics and the ideal types derived from Miles and Snow's (1978) theory predicted a range of financial and operational outcomes. Ketchen, Combs, Russell and Shook (1997) conducted a meta-analysis of existing configural studies, and found that there was a small but significant relationship between measures of configural fit and productivity. One of the problems in this field is the reliance on empirical techniques to identify configurations of organizational attributes. The study by Doty et al. (1993) is one of the few studies to test theoretically derived configural models. Research in this field is essentially descriptive and there is a need to test tight theory-driven hypotheses.

The strategic decision-making literature has also examined a range of factors relating to decision process. Rational, analytic, and fast decision processes are positively associated with productivity, particularly in dynamic environments (Dean & Sharfman, 1996; Eisenhardt, 1989; Ketchen et al., 1996; Thomas, Clark & Gioia, 1993), whereas political behavior during strategic decision making is negatively associated with productivity (Dean & Sharfman, 1996; Eisenhardt & Bourgeois, 1988). Furthermore, there is also evidence that the fit between decision process and decision content predicts productivity. Ketchen et al. (1996) found that opportunistic strategies were associated with better financial outcomes when organizations used less information in the decision-making process. Defensive strategies were associated with better financial outcomes when organizations used more information in the decision-making process.

The mechanisms by which strategy, structure, and technology influence productivity are complex, and often explained using constructs that fall outside of the domain of work and organizational psychology. For example, the effects of strategies, such as cost leadership and differentiation, can be partially explained using concepts from economics, such as supply, demand, and product substitutability (Porter, 1980). However, the success of particular groupings of strategy, structure, and technology is also thought to depend on the HRM practices that the organization uses. For example, Jackson, Schuler and Rivero (1989) found an association between the technological and structural characteristics of organizations, and the types of HRM practices that they used. Organizations using advanced manufacturing technology were more likely to use financial incentives, link performance appraisals to pay and training needs analysis, and provide jobs with high skill variety, than organizations using mass production technology. Furthermore, theoretical and empirical analyses in Europe, Japan and the USA, suggest that the relationship between advanced manufacturing technology and productivity is either mediated or moderated by HRM practices (Lowe, Delbridge & Oliver, 1997; Taira, 1996; Wall, 1996; Wall, Corbett, Martin, Clegg & Jackson, 1990; Zammuto & O'Connor, 1992). In the following section we review the effects of HRM practices, and the psychological mechanisms underlying these effects.

Human Resource Management Practices

A number of authors have emphasized the importance of 'high-involvement' or 'high-performance' management systems for contemporary organizations (Lawler, Mohrman & Ledford, 1995; Walton, 1985; Womack, Jones & Roos, 1990). Proponents...
of the resource-based view of the firm (Barney, 1991), for example, argue that traditional sources of competitive advantage, such as access to technology and capital, are becoming less effective as these assets become more widely imitated. Human resources, on the other hand, represent an asset that can provide a source of sustained competitive advantage, since they are often difficult to imitate.

A substantial body of research over the past ten years has examined the relationship between HRM practices and organizational productivity. Most of this research has been conducted in the USA, although a number of studies have been conducted in the UK (Guest & Hoque, 1994; Hoque, 1999; Neal, West & Patterson, 2000; Patterson, West, Lawthom & Nickell, 1997; Wood & de Menezes, 1998), Canada (Betcherman, McMullen, Leckie & Caron, 1994), France (d’Arcimoles, 1997), and other countries (MacDuffie, 1995). A range of practices have been found to enhance productivity, including personnel selection techniques, employee training, performance appraisal, nonmonetary benefits, financial incentives, job enrichment, teamwork, and participation in decision making (e.g., Arthur, 1994; Delery & Doty, 1996; Huselid, 1995; Patterson et al., 1997; Youndt, Snell, Dean & Lepak, 1996). These practices have been labeled as ‘progressive’ HRM practices, since they treat employees as an asset, rather than a cost (Wood, 1999). Progressive HRM techniques are frequently contrasted with traditional techniques, which involve minimizing expenditure on selection, training, performance management, and compensation, and using mechanistic approaches to job design. Furthermore, it appears that organizations frequently adopt ‘bundles’ of progressive or traditional practices, since any individual practice is likely to be more effective when used in conjunction with other related practices (e.g., Betcherman et al., 1994; MacDuffie, 1995).

There are at least two mechanisms by which HRM practices enhance productivity and profitability (Neal & Griffin, 1999). The first involves employee job satisfaction, and motivation. Practices such as job enrichment, teamwork, participation, performance appraisal, compensation, and incentives are argued to enhance commitment, satisfaction, and motivation (e.g., Patterson et al., 1997), which in turn, enhance task performance and citizenship, and reduce absenteeism and turnover. The second mechanism involves employee knowledge, skill, and ability. Practices such as selection and training are argued to enhance employee knowledge, skill, and ability (Huselid, 1995), which in turn enhance task performance. Increasing task performance and citizenship, and reducing absenteeism and turnover should enhance organizational productivity.

Much of the debate within the HRM literature has centered around the question of whether the effects of HRM practices are universal across organizations, or whether the effectiveness of HRM practices are contingent upon other factors. A number of factors have been proposed as moderators of the link between HRM practices and organizational effectiveness, including organizational strategy, quality management practices (e.g., total quality management, TQM), and culture or climate (Wood, 1999). Some studies have found evidence for fit between HRM practices and strategy (Delery & Doty, 1996; Guest & Hoque, 1994; Hoque, 1999; Youndt et al., 1996). A number of studies have found evidence for fit between HRM practices and quality management practices (Lawler et al., 1995, Lawler, Mohrman & Ledford, 1998; MacDuffie, 1995), while others have found minimal evidence of fit (Huselid, 1995).

One study has tested for interactions between HRM practices and different types of organizational climate (Neal et al., 2000). This study examined the effects of two types of climate: a human relations climate (emphasizing employee well-being) and a rational goal climate (emphasizing goal attainment). The relationship between HRM practices and productivity was stronger when there was a poor human relations climate, suggesting that progressive HRM practices can compensate for a poor human relations climate, and vice versa. This two-way interaction between HRM and human relations climate was strongest when there was a minimal emphasis on goal attainment within the workplace. When employees reported that there was a strong emphasis on goal attainment, HRM practices and human relations climate exerted additive effects on productivity.

**Group Productivity**

**Theoretical Perspectives**

Research into the determinants of group productivity has evolved within a number of different research traditions. Two of the most widely cited traditions within the work and organizational psychology literature are the sociotechnical systems approach (Trist & Bamforth, 1951), and the input–process–output approach (McGrath, 1964). The sociotechnical tradition has adopted an action research perspective, investigating the effectiveness of interventions, such as self-managing workteams. This research has been carried out across a number of different countries, including Britain, India, Norway, Australia, and the USA (e.g., Trist et al., 1993). A number of studies have found that the introduction of self-managed workteams does lead to improvements in productivity (e.g., Cohen & Ledford, 1994), although the effects are inconsistent, and relatively few studies have examined the mediating mechanisms (for an exception see Wall, Kemp, Jackson & Clegg, 1986).
Research conducted within the input–process–output tradition has focused on the mechanisms by which different factors influence productivity. Inputs examined include (a) individual factors, such as ability, personality and attitudes, (b) group factors, such as size, tenure, and goals, and (c) situational factors and task characteristics, such as complexity, time pressure, and autonomy. A common assumption within this literature is that internal group processes (teamwork) at least partially mediate the relationship between these inputs and productivity (Cohen & Bailey, 1997). This literature is reviewed below.

Teamwork

A substantial body of research has examined the link between teamwork and productivity at the group level of analysis. A variety of teamwork factors have been found to predict objective and subjective measures of productivity, including (a) task-related activities, such as communication, coordination, planning, and leadership activities (e.g., Campion, Medsker & Higgs, 1993; Erez, 1992; Stout, Salas & Carson, 1994; Weingart, 1992), (b) boundary management activities, such as external representation (Ancona, 1990; Ancona & Caldwell, 1992), and (c) maintenance activities, such as social support (Campion et al., 1993, Campion, Papper & Medsker, 1996).

Individual Factors

There is strong evidence to suggest that the attributes of individuals within groups influence group productivity. This research has mostly focused on the mean levels of particular attributes within groups, however, a range of other composition models have also been examined, including variance models and minimum attribute models. This literature is reviewed below.

Mean composition models have been used to examine the effects of a wide variety of attributes. The mean level of individual knowledge, skill, and ability within a group has consistently been shown to be a strong predictor of group productivity (e.g., Tannenbaum, Beard & Salas, 1992). A number of attitudinal variables have been found to predict productivity, including cohesion (Mullen & Copper, 1994), and potency (e.g., Campion et al., 1993, 1996). Most of the studies within this literature have used mean composition models. Recent research has demonstrated that the mean level of personality traits, such as conscientiousness, extraversion, and emotional stability can also influence group productivity (Barrick, Stewart, Neubert & Mount, 1998; Barry & Stewart, 1997).

A number of studies have examined the effect of variability of attributes across individuals in organizations. Variability of individual skills and attributes has been found to be a positive predictor of productivity (Goodman, 1986; Guzzo & Dickson, 1996). Groups that have a diverse range of attributes appear to perform better, because they can draw upon a wider range of resources when carrying out their task. Other research has demonstrated that variability can also be a negative predictor of productivity. Stout, Cannon-Bowers, Salas and Milanovich (1999) demonstrated that tactical teams who do not share common mental models or who do not develop shared situation awareness perform poorly under high workload conditions. However, it should be possible to have shared mental models which include optimum use of varied resources in the group.

The leadership literature has examined the effects of specific individuals on group productivity. This literature demonstrates that the attributes of the group leader influences group productivity (e.g., Eden, 1990; Kabanoff & O’Brien, 1979; Vecchio, 1990; Vogelar & Kuipers, 1997). Other studies have demonstrated that the group member with the lowest level of ability, conscientiousness or agreeableness can influence the productivity of the group as a whole (Barrick et al., 1998; LePine, Hollenbeck, Ilgen & Hedlund, 1997). When groups are performing conjunctive tasks, a single individual who performs poorly appears to be able to disrupt the performance of the entire group. LePine et al. (1997) found that this effect was stronger when the group leader had high levels of ability and conscientiousness.

Group Factors

Factors such as size, tenure, and goals refer to attributes of the group itself, rather than the individuals within that group. Size does not appear to exert a consistent effect on productivity. Sometimes size appears to be positively related to productivity, and sometimes it is negatively related to productivity. Gooding and Wagner (1985), for example, conducted a meta-analysis of available studies, and found either no relationship between size and productivity, or a negative relationship, depending on the measure of productivity used. Tenure has been found to predict productivity. Newly formed groups tend to have lower levels of productivity than established groups, presumably because they have not developed the shared mental models that underlie effective teamwork (Guzzo & Dickson, 1996). Finally, there is strong evidence that group goal setting enhances productivity (e.g., Pritchard et al., 1988). This effect is typically assumed to be mediated by motivation.

Situational Factors and Task Characteristics

Situational factors and task characteristics, such as complexity, time pressure, interdependence, autonomy, and significance, influence group productivity
A Model of Group Productivity

The current section develops a model of group productivity that attempts to articulate at least some of the mechanisms responsible for the findings reviewed above. This model is shown in Figure 1.1. Following Neal and Griffin (1999), we assume that ability is a major antecedent of individual task performance, and that this relationship is mediated by knowledge and skill. We also assume that personality and attitudes are major antecedents of individual teamwork (a component of contextual performance), and that these relationships are mediated by motivation. Furthermore, we assume that knowledge and skill can influence teamwork, while motivation can influence task performance. There is strong evidence from the individual performance literature to support most components of this model (e.g., Borman, White, Pulakos & Oppler, 1991; McClay, Campbell & Cudeck, 1994).

Many of the effects examined within the group productivity literature can be explained using this model. Group tenure is thought to enhance productivity by improving individual knowledge and skill. Leadership is thought to enhance individual knowledge and skill, as well as motivation. Task characteristics and group goals are thought to influence individual motivation, although task characteristics may also exert a direct effect on productivity. Coworker attitudes should also influence individual motivation, although this effect is probably mediated by individual attitudes. An individual’s attitudes are likely to influence the attitudes of his or her coworkers. Coworker attitudes, in turn, are likely to affect the individual’s attitudes.

Two additional factors are needed to explain the relationship between individual performance and group productivity. The first factor is the effect of individual teamwork on the behavior of other group members. Individuals who engage in teamwork activities can help their coworkers perform their tasks better, and can motivate their coworkers to devote more effort to the task, and engage in teamwork activities themselves. These linkages are reciprocally interdependent, since coworker teamwork, in turn, affects the individual’s motivation to perform task and teamwork activities. Over time, group members are likely to learn how much effort each other member devotes to task and teamwork activities, and will adjust their levels of effort accordingly. A single individual who devotes relatively little effort to task and teamwork activities can, therefore, cause a downward spiral, as other group members withdraw effort in response (an effect termed ‘social loafing’: Latane, Williams & Harkins, 1979).

The second factor is the interaction between the contributions of individuals, their coworkers, and leaders. Task characteristics influence the way in which the contributions of group members and leaders are combined (Steiner, 1972). We assume that teamwork does not have a direct effect on group productivity, and that the effects of teamwork are mediated by the task performance of individuals or their coworkers. Since additive tasks, by definition, involve an additive combination of individual inputs, there should be no interactions between the performance of individuals, coworkers and leaders within groups performing these tasks. There should be no interactions for disjunctive tasks either. This is because group output simply reflects the performance of the best group member in disjunctive tasks. However, for conjunctive tasks, there should be an interaction. The relationship between the mean level of coworker task performance and group productivity should become weaker as the task performance of the worst group member (or leader) declines. We term this interaction a disruption effect, because this performance of this person disrupts the performance of the group, making the other members and the leader less effective.

Other types of interactions may also be possible. In some situations, the group may compensate for the performance of the worst group member. LePine et al. (1997) argue that this effect is likely to occur when group members attribute the poor performance of this person to a lack of ability, rather than a lack of motivation. In this case, the relationship between the mean level of coworker task performance and group productivity should increase as the task performance of the worst group member (or leader) declines. In other situations, the performance of the best group member or leader may moderate the relationship between the mean level of coworker performance and group productivity. This interaction could work in either direction. The relationship between coworker performance and productivity could become stronger as the performance of the best group member or leader increases (an enhancement effect), or could become weaker as the performance of the best group member or leader increases (a compensation effect). At present, we do not have sufficiently strong models of group task characteristics to predict, with confidence, the specific situations in which these types of effects may be observed.
Figure 1.1  Model of individual performance and group productivity
CONCLUSION

The current chapter has examined some of the key conceptual and measurement issues associated with the assessment of productivity, and reviewed the types of factors that have been found to influence productivity at the organizational and group levels of analysis. Despite the confusion within the literature regarding the definition and measurement of productivity, it is possible to state some general conclusions regarding the field. At the organizational level, we know that HRM practices do have a substantial impact on productivity. Furthermore, it appears that the effects of other organizational characteristics, such as strategy and technology, may be at least partially mediated by HRM practices. At the group level, we know that the characteristics of the group as a whole, as well as the individuals within the group are critical. Ultimately, it is hoped that by identifying the full range of psychological factors that affect group and organizational productivity, multilevel models of productivity can be developed. These models would provide a coherent explanation of the mechanisms by which individual performance influences group productivity, and the mechanisms by which group productivity influences organizational productivity. It is hoped that the current chapter provides a further step towards the development of such models.
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INTRODUCTION

There are few, if any, concepts more central to industrial/organizational psychology than job satisfaction. In this century, the advent of the human relations movement is credited with emphasizing the importance of workplace attitudes. Indeed, the pioneers of the movement – Likert (1967), Maslow (1965), McGregor (1966), and Roethlisberger and Dickson (1939) – are credited with raising the field’s consciousness with respect to workplace morale. Hoppock’s (1935) landmark book roughly coincided with the Hawthorne studies that were the origin of the human relations movement. Hoppock’s opening to his book aptly describes the emphasis that scholars of the time placed on job satisfaction, ‘Whether or not one finds his employment sufficiently satisfactory to continue in it … is a matter of the first importance to employer and employee’ (p. 5).

From this auspicious beginning, the job satisfaction literature has had its ebb and flows. In his influential review, Locke (1976) estimated that over 3300 studies on job satisfaction had been conducted...
up to 1973. Using the PsycINFO database, we were able to find references to another 7856 studies on job satisfaction published since 1973, making job satisfaction perhaps the most widely studied topic in all of industrial/organizational psychology. Yet, currently, research on job satisfaction appears to be on the decline. As Figure 2.1 reveals, across all journals in the PsycINFO database, the rate of publications on job satisfaction has declined since the nirvana of the 1980s. As Figure 2.2 shows, in the top industrial/organizational psychology journals, the rate of publications has declined precipitously since the 1970s. Whether this is a long-term trend of short-term fluctuation is a question this chapter cannot answer.1 We review research on job satisfaction, despite this apparent decline in research interest, for four reasons: (1) job satisfaction may be the most widely researched topic in the history of industrial/organizational psychology; (2) even if research is declining in a relative sense, job satisfaction still is among the most frequently investigated constructs in industrial/organizational psychology; (3) job satisfaction occupies a central role in many theories and models of individual attitudes and behaviors; and (4) job satisfaction research has practical application for the enhancement of individual lives and organizational effectiveness.

The purpose of this chapter is to provide a review of job satisfaction research as it has been conducted in the USA and internationally. Specifically, we will describe what we know about the nature, causes, measurement, and consequences of job satisfaction based on previous, largely American-based, research. Then, we summarize cross-cultural and international job satisfaction research, paying particular attention to research conducted in the last 20 years. Finally, partly based on discrepancies between US and international research, we lay out an agenda for future research that would provide greater understanding of the international aspects of job satisfaction.

WHAT IS JOB SATISFACTION?

Locke (1976) defined job satisfaction as ‘... a pleasurable or positive emotional state resulting from the appraisal of one’s job or job experiences’ (p. 1304). It is important to note the use of both cognition (appraisal) and affect (emotional state) in Locke’s definition. Thus, Locke assumes that job satisfaction results from the interplay of cognition and affect, or thoughts and feelings. Recently, some organizational scholars have questioned this view, arguing that typical measures of job satisfaction are more cognitive than affective in orientation (e.g., Organ & Near, 1985). Brief (1998) comments, ‘... organizational scientists often have been tapping the cognitive dimension while slighting or even excluding the affective one’ (p. 87). In support of this argument, Brief and Roberson (1989) found that a purported measure of work cognitions correlated more strongly with job satisfaction than did positive and negative affectivity (PA and NA). The limitation with this study exposes the problem with the argument – it seems likely that job beliefs (cognitions) are as influenced by affect as is job satisfaction itself. Indeed, Brief and Roberson’s results show that PA correlated more strongly with their purported measure of cognitions than it did with job satisfaction itself! In this study, as well as others, both cognition and affect contribute to job satisfaction. A recent study (Weiss, Nicholas & Daus, 1999) revealed that when cognitions about the job and mood were used to predict job satisfaction in the same equation, both were strongly related to job satisfaction, and the relative effects were exactly the same.

Thus, in evaluating our jobs both cognition and affect appear to be involved. When we think about our jobs, we have feelings about what we think. When we have feelings while at work, we think about these feelings. Cognition and affect are thus closely related, in our psychology and even in our psychobiology. Evidence indicates that when individuals perform specific mental operations, a reciprocal relationship exists between cerebral areas specialized for processing emotions and those specific for cognitive processes (Drevets & Raichle, 1998). There are cognitive theories of emotion (Reisenzein & Schoenpflug, 1992), and emotional theories of cognition (Smith-Lovin, 1991).

Let us be clear here. We do not mean to suggest that researchers should not investigate the roles of affect and cognition in judgments of job satisfaction. We believe the Weiss et al. (1999) study, for example, has revealed important insights into the psychological processes underlying judgments of job satisfaction. On the other hand, we do not believe it is productive to classify or characterize measures of job satisfaction as either cognitive or affective. Nor do we believe there is a need to develop new, affectively laden measures of job satisfaction, or to replace measures of job satisfaction with ‘work affect’ measures. Cognition and affect can help us better understand the nature of job satisfaction, but we do not believe bifurcation in the measures of job satisfaction, after more than 70 years of research, will prove fruitful.

Most scholars recognize that job satisfaction is a global concept that also comprises various facets. The most typical categorization of facets (Smith, Kendall & Hulin, 1969) considers five: pay, promotions, coworkers, supervision, and the work itself. Locke (1976) adds a few other facets: recognition, working conditions, and company and management. It is common for researchers to separate
job satisfaction into intrinsic and extrinsic elements where pay and promotions are considered extrinsic factors and coworkers, supervision, and the work itself are considered intrinsic factors. Such an organizational structure is somewhat arbitrary; other structures were offered by Locke (1976), such as events or conditions versus agents (where agents are supervisors, coworkers, and company or management), or work versus rewards versus context.

Another definitional issue is whether job satisfaction and dissatisfaction are polar opposites (exist on opposite ends of a bipolar continuum) or are
separate concepts. The answer to this issue is closely bound up in Herzberg’s two-factor theory, which will be reviewed shortly. Suffice it for now to conclude that satisfaction and dissatisfaction appear to lie at opposite ends of the same continuum and thus do not represent separate concepts (see Locke, 1976).

THEORIES OF JOB SATISFACTION ANTECEDENTS

Many theories concerning the causes of job satisfaction have been proposed. They can be loosely classified as falling into one of three categories: (1) situational theories, which hypothesize that job satisfaction results from the nature of one’s job or other aspects of the environment; (2) dispositional approaches, which assume that job satisfaction is rooted in the personological make-up of the individual; and (3) interactive theories, which propose that job satisfaction results from the interplay of the situation and personality. To be sure, this is a gross categorization. For example, need theories could be argued to be situational or interactive (or perhaps even dispositional). However, since the main practical implications of need theories lie in changing the context of the job, we classify need theories as situational theories.

Situational Theories

Although many situational theories of job satisfaction have been proposed, we believe three stand out as most influential: (1) Herzberg’s two-factor theory; (2) social information processing; (3) job characteristics model. Below we provide a review of each of these theories.

Two-Factor Theory

Herzberg (1967) argued that the factors that lead to satisfaction are often different from those that lead to dissatisfaction. This conclusion was based on a series of interviews of workers. When asked to consider factors connected to a time when they felt satisfied with their jobs, individuals generally talked about intrinsic factors such as the work itself, responsibilities, and achievements (‘motivators’). Conversely, when workers were asked to consider factors that lead to dissatisfaction, most individuals discussed extrinsic factors such as company policies, working conditions, and pay (‘hygiene factors’). Herzberg further found that intrinsic factors were more strongly correlated with satisfaction, while extrinsic factors were more strongly correlated with dissatisfaction. Based on these findings, Herzberg argued that elimination of hygiene factors from a job would only remove dissatisfaction, but not bring satisfaction. To bring out job satisfaction, then, the organization must focus on motivator factors, such as making the work more interesting, challenging, and personally rewarding.

Despite its intuitive appeal, the two-factor theory has been roundly criticized by researchers. There are many logical problems with the theory, and many flaws in Herzberg’s methodology (see Locke, 1969). One of the main problems is that most of the support of the theory comes from Herzberg’s samples and methodology. Numerous empirical studies have attempted to replicate and test Herzberg’s findings with independent data and methods, with little success (e.g., Hulin & Smith, 1967). Contrary to Herzberg’s claim, research has consistently shown that intrinsic and extrinsic factors contribute to both satisfaction and dissatisfaction (Carroll, 1973; Wernimont, 1966). Thus, though the theory continues to be advocated by Herzberg and recommended for further study by others (Brief, 1998), these attempts at resurrecting the theory run against considerable scientific evidence. As Korman (1971) noted, disconfirming evidence has ‘effectively laid the Herzberg theory to rest’ (p. 179). Given the virtual absence of tests of the two-factor theory since 1971, we find Korman’s comment a suitable epitaph.

Social Information Processing

Social information processing approaches to job attitudes argue that job satisfaction is a socially constructed reality (Salancik & Pfeffer, 1977, 1978). According to the theory, individuals do not really form judgments of job satisfaction until they are asked and, when they are asked, they rely on social sources of information such as interpretations of their own behaviors, cues by their coworkers, or even the way survey questions are posed. Substantively, the theory holds that individuals are apt to provide the responses they are expected to, and then seek to rationalize or justify their responses. As Hulin (1991) notes, one piece of evidence against the social information processing perspective is that the same job attributes appear to predict job satisfaction in different cultures, even though the social environments, values, and mores in these cultures often are quite different. Stone (1992) provides an in-depth, and fairly devastating, review and critique of the social information perspective. Although the theory continues to be brought up and occasionally endorsed, interest in it appears to have waned in the same way that exclusively situationalist explanations for attitudes and behaviors have declined.

Job Characteristics Model

The job characteristics model (JCM) argues that jobs which contain intrinsically motivating
characteristics will lead to higher levels of job satisfaction, as well as other positive work outcomes, such as enhanced job performance and lower withdrawal. The model, introduced by Hackman and Oldham (1976), but derived from earlier work by Hackman and Lawler (1971), focuses on five core job characteristics:

- **Task identity** – degree to which one can see one’s work from beginning to end;
- **Task significance** – degree to which one’s work is seen as important and significant;
- **Skill variety** – extent to which job allows employees to do different tasks;
- **Autonomy** – degree to which employees have control and discretion for how to conduct their job;
- **Feedback** – degree to which the work itself provides feedback for how the employee is performing the job.

According to the theory, jobs that are enriched to provide these core characteristics are likely to be more satisfying and motivating than jobs that do not provide these characteristics. More specifically, it is proposed that the core job characteristics lead to three critical psychological states – experienced meaningfulness of the work, responsibility for outcomes, and knowledge of results – which in turn lead to the outcomes.

There is both indirect and direct support for the validity of the model’s basic proposition that core job characteristics lead to more satisfying work. In terms of indirect evidence, first, when individuals are asked to evaluate different facets of work such as pay, promotion opportunities, coworkers, and so forth, the nature of the work itself consistently emerges as the most important job facet (Jurgensen, 1978). Second, of the major job satisfaction facets – pay, promotion opportunities, coworkers, supervision, and the work itself – satisfaction with the work itself is almost always the facet most strongly correlated with overall job satisfaction (e.g., Rentsch & Steel, 1992). Thus, if we are interested in understanding what causes people to be satisfied with their jobs, the nature of the work (intrinsic job characteristics) is the first place to start.

Research directly testing the relationship between workers’ reports of job characteristics and job satisfaction has produced consistently positive results. There have been several quantitative reviews of the literature indicating positive results (Fried & Ferris, 1987; Loher, Noe, Moeller & Fitzgerald, 1985). Recently, Frye (1996) provided an update and reports a true score correlation of .50 between job characteristics and job satisfaction. This provides strong support for the validity of the job characteristics model.

Although the model did not explicitly acknowledge individual differences in receptiveness to job characteristics in its original formulation, early on the model was modified from a purely situational model to more of an interactional model. According to Hackman and Oldham (1976), the relationship between intrinsic job characteristics and job satisfaction depends on employees’ Growth Need Strength (GNS), which is employees’ desire for personal development, especially as it applies to work. High-GNS employees want their jobs to contribute to their personal growth, and derive satisfaction from performing challenging and personally rewarding activities. According to the model, intrinsic job characteristics are especially satisfying for individuals who score high on GNS. In fact, research supports this aspect of the theory. Across the 10 studies that have investigated the role of GNS in the relationship between intrinsic job characteristics and job satisfaction, the relationship tends to be stronger for employees with high GNS (average $r = .68$) than for those with low GNS (average $r = .38$) (Frye, 1996). However, it is important to note that intrinsic job characteristics are related to job satisfaction even for those who score low on GNS.

There are some limitations to the theory. First, most of the studies have used self-reports of job characteristics, which has garnered its share of criticisms (Roberts & Glick, 1981). It is true that subjective reports of job characteristics correlate more strongly with job satisfaction than do objective reports. However, objective reports, even with all of their measurement imperfections, still show consistently positive correlations with job satisfaction (Glick, Jenkins & Gupta, 1986). Second, the relationship between perceptions of job characteristics and job satisfaction appears to be bidirectional (James & Jones, 1980; James & Tetrick, 1986). Thus, it cannot be assumed that any association between job characteristics and job satisfaction demonstrates a causal effect of job characteristics on job satisfaction. Third, there is little evidence that the critical psychological states mediate the relationship between job characteristics and outcomes as proposed. Finally, the formulaic combination of the five core characteristics has not been supported. Research indicates that simply adding the dimensions works better (Arnold & House, 1980). This limitation does not seem to be a serious problem with the theory, as whether an additive or multiplicative combination of job dimensions works best does not undermine the potential usefulness of the theory.

**Dispositional Approaches**

Of the three principal approaches to studying job satisfaction, the dispositional approach to job satisfaction is the most recently evolved and, perhaps as a result, the most poorly developed.
However, there has been recognition of individual differences in job satisfaction for as long as the topic of job satisfaction has been studied. For example, Hoppock (1935) found that workers satisfied with their jobs were better adjusted emotionally than dissatisfied workers. It was 50 years later, though, beginning with the publication of two influential studies by Staw and colleagues (Staw & Ross, 1985; Staw, Bell & Clausen, 1986), that the dispositional source of job satisfaction came into its own as a research area. Indeed, since the Staw studies, it has become one of the most popular areas of inquiry in the job satisfaction literature. Although, early on, this literature had its critics (Cropanzano & James, 1990; Davis-Blake & Pfeffer, 1989; Gerhart, 1987; Gutek & Winter, 1992), these criticisms have waned. Few scholars would dispute the contention that job satisfaction is, to a significant degree, rooted in individuals’ personalities.

In reflecting on this literature, it appears there are two broad categories of studies. The first group, which we will call indirect studies, seek to demonstrate a dispositional basis to job satisfaction by inference. Typically, in such studies, disposition or personality is not measured, but is inferred to exist from a process of logical deduction or induction. Staw and Ross (1985), for example, inferred a dispositional source of satisfaction by observing that measures of job satisfaction were reasonably stable over a two-year ($r = .42, p < .01$), three-year ($r = .32, p < .01$), and five-year ($r = .29, p < .01$) period of time. Staw and Ross further discovered that job satisfaction showed significant stability under situational change – even when individuals changed both employers and occupation over a five-year period of time ($r = .19, p < .01$), though this stability is much less than for individuals who changed neither occupation nor employer ($r = .37, p < .01$). Another indirect, albeit provocative study, was authored by Arvey, Bouchard, Segal and Abraham (1989), who found significant similarity in the job satisfaction levels of 34 pairs of monozygotic (identical) twins reared apart from early childhood.

Though this series of indirect studies can be credited for establishing interest in the dispositional perspective, they have an obvious limitation – they cannot demonstrate a dispositional source of job satisfaction. For example, stability in job satisfaction over time can be due to many factors, only one of which is due to the personality of the individual (Gerhart, 1987; Gutek & Winter, 1992). Similarly, since babies have no jobs they cannot be born with job satisfaction. Thus, evidence showing similarity in twins’ job satisfaction levels is indirect evidence, since the similarity must be due to other factors (i.e., personality).

The other group of studies, which we will term direct studies, relate a direct measure of a construct purported to assess a personality trait to job satisfaction. The specific traits that have been investigated have varied widely across studies. Staw et al. (1986), for example, utilized clinical ratings of children with respect to a number of adjectives assumed to assess affective disposition (‘cheerful,’ ‘warm,’ and ‘negative’). Judge and Hulin (1993) and Judge and Locke (1993) used a measure, adapted from Weitz (1952), assessing employees’ reactions to neutral objects common to everyday life. Despite the predictive validity of these measures for job satisfaction, most research has focused on other measures. These are reviewed below. Before proceeding, we should note that Ganzach (1998) has related general mental ability or intelligence to job satisfaction. However, this research is not reviewed beyond here because intelligence is not a personality trait and, further, the two concepts were virtually uncorrelated, $r = -.02$.

One group of studies has focused on positive and negative affectivity (PA and NA). According to Watson, Clark and colleagues, PA is characterized by high energy, enthusiasm, and pleasurable engagement, whereas NA is characterized by distress, unpleasant engagement, and nervousness (Watson, Clark & Tellegen, 1988). An interesting finding in the literature supporting the distinction between PA and NA is that they appear to display different patterns of relationships with other variables (Watson, 2000). The general trend seems to be that PA more strongly relates to positive outcomes whereas NA is more strongly associated with negative outcomes. Several studies have related both PA and NA to job satisfaction (Agho, Mueller & Price, 1993; Brief, Butcher & Roberson, 1995; Brief, Burke, George, Robinson & Webster, 1988; Levin & Stokes, 1989; Necowitz & Roznowski, 1994; Watson & Slack, 1993). Thoresen and Judge (1997) reviewed the 29 studies that have investigated the PA-job satisfaction relationship and the 41 studies that have investigated the NA-job satisfaction relationship and found true score correlations of $.52$ and $-.40$, respectively. Thus, it appears that both PA and NA are generally related to job satisfaction.

Recently, Judge, Locke and Durham (1997), drawing from several different literatures, introduced the construct of core self-evaluations. According to Judge et al. (1997), core self-evaluations are fundamental premises that individuals hold about themselves and their functioning in the world. Judge et al., argued that core self-evaluation is a broad personality construct comprising several more specific traits: (1) self-esteem; (2) generalized self-efficacy; (3) locus of control; (4) neuroticism or emotional stability. Two primary studies have related core self-evaluations to job satisfaction. Judge, Locke, Durham and Kluger (1998), analyzing data across three samples, found that core self-evaluations had a ‘true score’ total effect of .48 on job satisfaction when both constructs were

\[ r = .48 \]
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self-reported by employees and .37 when core self-evaluations were measured independently (by a significant other). Judge, Bono and Locke (2000) found that core self-evaluations correlated .41 \( (p < .01) \) with job satisfaction when both constructs were self-reported and .19 \( (p < .05) \) when core self-evaluations were reported by significant others. Judge and Bono (2001) have completed a meta-analysis of 169 independent correlations \( (N = 59,871) \) on the relationship between each of the four core traits and job satisfaction. When the four meta-analyses where combined into a single composite measure, the overall core trait correlated .37 with job satisfaction.

Although research on the dispositional source of job satisfaction has made enormous strides, considerable room for further development exists. Early in this research stream, Davis-Blake and Pfeffer (1989) criticized dispositional research for its failure to clearly define or carefully measure affective disposition. To some extent, this criticism is still relevant. As the above review attests, even those that have directly measured affective disposition have done so with fundamentally different measures. What traits and measures are best suited to predicting job satisfaction? Despite many studies on job satisfaction, there have been very few efforts to compare, contrast, and integrate these different conceptualizations and measures of affective disposition. Brief, George, and colleagues focus on mood at work and have used positive and negative affectivity as dispositional constructs. Weiss, Cropanzano and colleagues emphasize affective events at work and the emotions and cognitions these events produce. Judge, Locke, Erez and colleagues focus on core self-evaluations. The differences in these approaches are important. However, we should not assume that they are oriented toward different objectives – all seek to better understand the dispositional source of job attitudes. The approaches may not even be competitors. We view these different approaches as signs of a healthy area of scientific inquiry.

An equally important research need is to uncover the processes by which personality influences job satisfaction. This need has been voiced repeatedly in the literature (Brief, 1998; House, Shane & Herold, 1996; Judge, 1992; Judge et al., 1997; Spector, 1997). Given these repeated calls, it is amazing how little progress has been made in understanding psychological processes underlying the dispositional source of job satisfaction. Although the exceptions are noteworthy (Brief, 1998; Motowidlo, 1996; Weiss & Cropanzano, 1996), it remains a relatively atheoretical area of research.

**Interactive Theories**

Interactive theories of job satisfaction are those that consider both person and situation variables. Though there are many such theories, we will focus on two: the Cornell integrative model and Locke’s value-percept theory.

**Cornell Model**

Hulin, Roznowski and Hachiya (1985), subsequently elaborated upon by Hulin (1991), proposed a model of job satisfaction that attempted to integrate previous theories of attitude formation. According to the model, job satisfaction is a function of the balance between role inputs, what the individual puts into the work role (e.g., training, experience, time, and effort), and role outcomes, what is received (pay, status, working conditions, and intrinsic factors). The more outcomes received relative to inputs invested, the higher role satisfaction will be, all else equal. According to the Cornell model, the individual’s opportunity costs affect the value individuals place on inputs. In periods of labor oversupply (i.e., high unemployment), the individual will perceive their inputs as less valuable due to the high competition for few alternative positions, and the opportunity cost of their work role declines (i.e., work role membership is less costly relative to other opportunities). Therefore, as unemployment (particularly in one’s local or occupational labor market) rises, the subjective utility of inputs falls – making perceived value of inputs less relative to outcomes – thus increasing satisfaction. Finally, the model proposes that an individual’s frames of reference, which represent past experience with outcomes, influence how individuals perceive current outcomes received. The fewer, or less valued, the outcomes received in the past and as current employment opportunities erode, the same outcomes per inputs will increase job satisfaction (i.e., more was received than had been in the past). Again, the reverse scenario is also true. Although the breadth and integration of the Hulin model is impressive, direct tests of the model are lacking. One partial test (Judge, 1990) of the model was not particularly supportive. More research on it is needed.

**Value-Percept Theory**

Following his definition of values as that which one desires or considers important, Locke (1976) argued that individuals’ values would determine what satisfied them on the job. Only the unfulfilled job values that were valued by the individual would be dissatisfying. Accordingly, Locke’s value-percept theory expresses job satisfaction as follows:

\[
S = (V_c - P) \times V_i \quad \text{or} \quad \text{Satisfaction} = (\text{want} - \text{have}) \times \text{importance}
\]

Where \( S \) is satisfaction, \( V_c \) is value content (amount wanted), \( P \) is the perceived amount of the value provided by the job, and \( V_i \) is the importance of the value to the individual. Thus, value-percept theory...
predicts that discrepancies between what is desired and received are dissatisfying only if the job facet is important to the individual. Individuals consider multiple facets when evaluating their job satisfaction, so the satisfaction calculus is repeated for each job facet.

One potential problem with the value-percept theory is that what one desires ($V_i$ or want) and what one considers important ($V_i'$ or importance) are likely to be highly correlated. Though in theory these concepts are separable, in practice many people will find it difficult to distinguish the two. For example, why should I desire a great deal of pay if pay is not important to me? Indeed, one study dropped the discrepancy, simply investigating the moderating effect of facet importance on the relationship between facet amount and satisfaction. Despite this limitation, research on Locke’s theory has been supportive (Rice, Phillips & McFarlin, 1990). Rice, Gentile and McFarlin (1991) found that facet importance moderated the relationship between facet amount and facet satisfaction, but it did not moderate the relationship between facet satisfaction and overall job satisfaction. This is exactly what Locke predicted in his theory, as he argued that facet satisfactions should additively predict overall satisfaction because facet importance was already reflected in each facet satisfaction score.

Summary and Integration

Of the job satisfaction theories that have been put forth, it appears that three have garnered the most research support: Locke’s value-percept theory, the job characteristics model, and the dispositional approach. It is interesting to note that one of these theories is, essentially, a situational theory (job characteristics model), another is a person theory (dispositional approach), and another is a person–situation interactional theory (value-percept model). Although this may lead one to assume that these theories are competing or incompatible explanations of job satisfaction, this is not the case. Judge et al. (1997), in seeking to explain how core self-evaluations would be related to job satisfaction, proposed that intrinsic job characteristics would mediate the relationship. Indeed, Judge et al. (1998) showed that individuals with positive core self-evaluations perceived more intrinsic value in their work. Judge et al. (2000) showed that the link between core self-evaluations and intrinsic job characteristics was not solely a perceptual process – core self-evaluations was related to the actual attainment of complex jobs. Since job complexity is synonymous with intrinsic job characteristics, this shows that part of the reason individuals with positive core self-evaluations perceived more challenging jobs and report higher levels of job satisfaction is that they actually have obtained more complex (and thus challenging and intrinsically enriching) jobs. The work of Judge and colleagues thus shows that dispositional approaches and the job characteristics model are quite compatible with one another.

What about the relationship between the job characteristics model and value-percept theory? If most individuals value the nature of the work itself more than other job facets, and evidence indicates that they do (Jurgensen, 1978), then Locke’s theory would predict that increasing the level of intrinsic job characteristics (thus reducing the have–want discrepancy with respect to intrinsic characteristics) would be the most effective means of raising employees’ job satisfaction. Thus, although the job characteristics model and Locke’s value-percept model present different perspectives on job satisfaction, their implications may be the same – as long as employees value intrinsic job characteristics (which they appear to), both would suggest, for most people, the most effective way to increase job satisfaction would be to increase intrinsic job characteristics.

MEASUREMENT OF JOB SATISFACTION

Perhaps the two most extensively validated measures are the Job Descriptive Index (JDI; Smith et al., 1969) and the Minnesota Satisfaction Questionnaire (MSQ; Weiss, Dawis, England & Lofquist, 1967). The JDI assesses satisfaction with five different job facets: pay, promotion, coworkers, supervision, and the work itself. The JDI is reliable and has an impressive array of validation evidence behind it. The MSQ has the advantage of versatility – long and short forms are available, and faceted and overall measures are available. There are additional measures that have been widely used in research, though these measures do not carry with them validation evidence as impressive as the JDI or MSQ. Another good measure is the Brayfield and Rothe (1951) job satisfaction measure, an 18-item measure of overall job satisfaction. In some of our research (e.g., Judge et al., 2000), we have used a reliable (i.e., internal consistencies $[\alpha]$ at .80 or above) five-item version of this scale. The five items are:

I feel fairly satisfied with my present job.  
Most days I am enthusiastic about my work.  
Each day at work seems like it will never end.  
I find real enjoyment in my work.  
I consider my job to be rather unpleasant.

There are two additional relevant issues. First, some measures of job satisfaction, such as the JDI, are faceted, while others are global. If a measure is facet-based, overall job satisfaction is typically defined as a sum of the facets. Scarpello and Campbell (1983) found that individual questions about various aspects of the job did not correlate well
with a global measure of overall job satisfaction. Based on these results, the authors argued that faceted and global measures do not measure the same construct. In other words, the whole is not the same as the sum of the parts. Scarpello and Campbell conclude, ‘The results of the present study argue against the common practice of using the sum of facet satisfaction as the measure of overall job satisfaction’ (p. 595). This conclusion is probably premature. Individual items generally do not correlate highly with independent measures of the same construct. If one uses job satisfaction facets (as opposed to individual job satisfaction items) to predict an independent measure of overall job satisfaction, the correlation is considerably higher. For example, using data one of the authors has collected, if one uses the JDI facets to predict a measure of overall job satisfaction, the combined multiple correlation is R = .87. If this correlation were corrected for unreliability, it would be very close to unity. As has been noted elsewhere (e.g., Judge & Hulin, 1993), the job satisfaction facets are highly enough correlated to suggest that they indicate a common construct. Thus, there may be little difference between measuring general job satisfaction with an overall measure and measuring it by summing facet scores.

Second, while most job satisfaction researchers have assumed that single-item measures are unreliable and therefore should not be used, this view has not gone unchallenged. Wanous, Reichers and Hudy (1997) found that the reliability of single-item measures of job satisfaction is .67. For the G.M. Faces scale, another single item measure of job satisfaction that asks individuals to check one of five facets that best describes their overall satisfaction (Kunin, 1955), the reliability was estimated to be .66. Though these are respectable levels of reliability, it is important to keep in mind that these levels are lower than most multiple-item measures of job satisfaction. For example, Judge, Boudreau and Bretz (1994) used a three-item measure of job satisfaction that was reliable (α = .85). The items in this measure were:

1. All things considered, are you satisfied with your present job (circle one)? YES NO
2. How satisfied are you with your job in general (circle one)?
   
   1 Very Dissatisfied
   2 Somewhat Dissatisfied
   3 Neutral
   4 Somewhat Satisfied
   5 Very Satisfied

3. Below, please write down your best estimates on the percent time your feel satisfied, dissatisfied, and neutral about your present job on average. The three figures should add-up to equal 100%. ON THE AVERAGE:

   The percent of time I feel satisfied with my present job (note: only this response is scored) ___%  

   The percent of time I feel dissatisfied with my present job ___%  

   The percent of time I feel neutral about my present job ___%  

   TOTAL ___%  

When used in practice, these items need to be standardized before summing. Although this measure is no substitute for the richness of detail provided in a faceted measure of job satisfaction, we do believe it is a reasonably valid measure of overall job satisfaction, and more reliable than a single-item measure.

### OUTCOMES OF JOB SATISFACTION

Given the centrality of the construct to industrial/organizational psychology, job satisfaction has been correlated with many outcome variables. The relationship of job satisfaction to the most frequently investigated and important outcome variables is reviewed below.

#### Life Satisfaction

Researchers have speculated that there are three possible forms of the relationship between job and life satisfaction: (1) spillover, where job experiences spill over onto life, and vice versa; (2) segmentation, where job and life experiences are balkanized and have little to do with one another; (3) compensation, where an individual seeks to compensate for a dissatisfying job by seeking fulfillment and happiness in his or her nonwork life, and vice versa. Judge and Watanabe (1994) argued that these different models may exist for different individuals and that individuals can be classified into the three groups. On the basis of a national stratified random sample of workers, they found that 68% of workers could be classified as falling into the spillover group, 20% of individuals fell into the segmentation group, and 12% fell into the compensation group. Thus, the spillover model appears to characterize most individuals.

Consistent with the spillover model, a quantitative review of the literature indicated that job and life satisfaction are moderately strongly correlated – a meta-analysis revealed the average ‘true score’ correlation of + .44 (Tait, Padgett & Baldwin, 1989). Since the job is a significant part of life, the correlation between job and life satisfaction makes sense – one’s job experiences spill over onto life. However, it also seems possible the causality could go the other way – a happy nonwork life spills over onto job experiences and evaluations. In fact, research suggests that the relationship between job and life satisfaction is reciprocal – job
satisfaction does affect life satisfaction, but life satisfaction also affects job satisfaction (Judge & Watanabe, 1993).

Job Performance

The relationship between job satisfaction and performance has an interesting history. The Hawthorne studies are credited with making researchers aware of the effect of attitudes on performance. Shortly after the Hawthorne studies, researchers began taking a critical look at the hypothesis that a happy worker is a productive one. Most of the qualitative reviews of the literature suggested a weak, positive, and somewhat inconsistent relationship among the constructs. In 1985, a quantitative review of the literature suggested that the true correlation between job satisfaction and performance was .17 (Iaffaldano & Muchinsky, 1985). These authors concluded that the presumed relationship among the constructs was a ‘management fad’ and that the correlation was ‘illusory.’ This study has had an important impact on researchers. Most industrial organizational psychologists who write on the topic conclude that the relationship among the constructs is trivial. Relying on Iaffaldano and Muchinsky, the satisfaction–performance relationship has been described as ‘meager’ (Brief, 1998: 42), ‘negligible’ (Weiss & Cropanzano, 1996: 51), and ‘bordering on the trivial’ (Landy, 1989: 481).

Not everyone agrees with this conclusion. Organ (1988) suggests that the failure to find a relationship between job satisfaction and performance is due to the narrow means that is often used to define job performance. Organ argued that when performance is construed to include many constructive behaviors not generally reflected in a performance appraisal instrument, such as organizational citizenship behaviors, its correlation with job satisfaction will improve. Research tends to support Organ’s proposition in that job satisfaction correlates reliably with organizational citizenship behaviors (Organ & Ryan, 1995).

There is another perspective. Perhaps researchers have been wrong to dismiss the relationship between job satisfaction and performance. We have completed a study that represents a much more comprehensive review of the literature than has been the case in previous research, identifying 311 independent correlations (Judge, Thoresen, Bono & Patton, in press). When the correlations are corrected for the effects of sampling error and measurement error (based on interrater reliability for job performance and composite reliability for job satisfaction), the average true score correlation between overall job satisfaction and job performance is .30. This value is considerably higher than Iaffaldano and Muchinsky’s (1985) estimate because these authors inappropriately corrected estimates based on internal consistency, rather than interrater, estimates of reliability, and because they mostly analyzed correlations at the facet (as opposed to overall) satisfaction level. (The average uncorrected correlation was .18; the corrected correlation is much higher because performance ratings are notoriously unreliable. See Viswesvaran, Ones & Schmidt, 1996.)

The correlation between job satisfaction and performance was considerably higher for complex jobs than for less complex jobs, indicating that complex jobs may afford greater autonomy, thus giving individuals greater latitude to act on their satisfaction (or dissatisfaction). Thus, contrary to previous reviews, it does appear that job satisfaction is moderately correlated with performance. It also appears that the relationship between satisfaction and performance generalizes to the organizational level of analysis (Harter & Creglow, 1998). Although the correlation between overall job satisfaction and overall job performance could be argued to mask potential relations with dimensions of job performance, this is not a serious issue as performance dimensions tend to be strongly intercorrelated and, furthermore, Judge et al. (in press) note that correlating overall job satisfaction with facets of job performance would violate the principle of correspondence as the concepts would no longer be matched in terms of their generality.

Withdrawal Behaviors

Job satisfaction displays relatively consistent, negative, and weak correlations with absenteeism and turnover. The average correlation is generally in the −.25 range. Job satisfaction also appears to display weak, negative – but significant – correlations with other specific withdrawal behaviors, including unionization, lateness, drug abuse, and retirement. Hulin et al. (1985) have argued that these individual behaviors are manifestations of the underlying construct of job adaptation. Hulin et al., proposed that these individual behaviors can be grouped together as manifestations of job adaptive propclivities. Because the base rate of occurrence of most single withdrawal behaviors is quite low, aggregating across a variety of adaptive behaviors, as Hulin (1991) demonstrated, improves both the distribution and the theoretical basis of the withdrawal construct. Rather than predicting isolated behaviors, withdrawal research would do better, as this model suggests, to consider individual behaviors as manifestations of an underlying adaptive construct. Several studies have been supportive of Hulin’s approach, finding that isolated withdrawal behaviors can be grouped into one or more behavioral families, and job satisfaction better predicts these behavioral families than the individual behaviors constituting these families.
HOW JOB SATISFACTION IS VIEWED AND TREATED IN ORGANIZATIONS

Assuming correlations in the area of .30 are important (if such correlations are not important, the field of industrial/organizational psychology is dominated by unimportant correlations), the correlations of job satisfaction with behaviors such as job performance and withdrawal are not to be dismissed. Accordingly, one would expect that job satisfaction is in the forefront of employers’ minds. Interestingly enough, however, the extent to which organizations have adopted the term and institutionalized interventions based on job-satisfaction-related theory and research is mixed at best. Job satisfaction, for example, is rarely included as part of an organization’s key values, basic beliefs, core competencies, or guiding principles, nor is the topic given much direct exposure in popular business books. Judge and Church (2000) conducted a survey of practitioners (most of whom were employed in the human resource area) regarding their organization’s general perception of job satisfaction, its relative importance, and the use of the term in their organizations. Roughly half of the practitioners indicated that job satisfaction as a term and singular construct was rarely if ever mentioned or considered in their organizations. When asked next about the utilization of current theory and research on job satisfaction, the results were even less optimistic. Most practitioners indicated that research was rarely, if ever, consulted or valued in their organizations.

To some degree, this appears to be skepticism about the value of the research process, but also about the importance and relevance of the construct itself. For example, some of the practitioner comments included:

‘There is some questioning of whether job satisfaction is desirable anyway.’

‘Many feel that there are more serious, real issues to address.’

‘Our employees are very busy, we have grown considerably during the last few years and have a relatively inexperienced workforce, our organization is quite decentralized, and there can be a lack of resources. All of these make it difficult to address job satisfaction issues as extensively as we would like to.’

‘Timeframes – no CEO here dares to initiate a project with a 2–3 year or longer return on investment time frame.’

As one can see from these statements and the prior review of the literature, there is a real gap between how important job satisfaction is viewed by researchers and organizations. As was noted earlier, job satisfaction may be the most widely studied topic in industrial/organizational psychology, with important implications for job performance, yet organizations do not seem to place much credence in the construct. We are uncertain how this research–practice gap can or should be resolved. We would think it healthy for researchers to become more familiar with how job satisfaction is viewed and treated in organizations, and for managers to better acquaint themselves with research findings. In our view, the research–practice gap has less to do with job satisfaction research per se than with the broader issue of why research findings in many areas of industrial/organizational psychology fail to be adopted by organizations (see Church, 1997).

Thus, resolution of the issue is beyond the scope of this chapter, but we would be remiss to fail to acknowledge the issue.

INTERNATIONAL JOB SATISFACTION RESEARCH

Most (though certainly not all) of the research studies that provided the foundation for the foregoing review were carried out by American researchers studying American workers. In order to determine whether this research literature generalizes to a global context, we conducted a literature review. In the first step of the literature review, we used the PsycINFO database (1980–present) to search for studies with ‘job satisfaction’ as a keyword and one of the following keywords: various country names (e.g., ‘Israel,’ ‘China’), nationalities (e.g., ‘French,’ ‘Korean’), or ‘international.’ Second, we manually searched the following journals for articles on job satisfaction that either were completed by international (non-US) researchers, or were based on international (non-US) samples: Academy of Management Journal, Applied Psychology: An International Review, Journal of Applied Psychology, Journal of Management, Journal of Occupational and Organizational Psychology, Journal of Organizational Behavior, Organizational Behavior and Human Decision Processes, and Personnel Psychology. Once we had obtained the articles produced by these searches, we classified them according to our previous review. Thus, below we provide a review of this research, organized in the same manner as our previous review.

There are limitations to this review. In cases where we located no international research (e.g., social information processing models), no review is provided. By the same token, international research that focused on isolated variables not considered in this review (e.g., age and job satisfaction; Clark, Oswald & Warr, 1996) is not reviewed. The latter exclusionary criteria omits numerous studies. For instance, some studies have compared the effect of socio-demographic variables on job satisfaction, such as social mobility and status inconsistency, across countries or between subpopulations based on nationality (Hawkes, Gaugnano, Acredolo & Helmick, 1984; Marshal & Firth, 1999). Other research has
investigated the effects of organizational climate variables (e.g., leadership style, innovation and change, etc.) on job satisfaction across countries (Krishnan & Krishnan, 1984). Most of these studies are unique in the sense that one set of results is rarely subsequently replicated in another study, nor is there a theoretical framework that would integrate them. Thus, because it is virtually impossible to assimilate these results, they are not reviewed here. However, it should be recognized that many international studies on job satisfaction fall into this broad category.

Theories of Job Satisfaction

Two-Factor Theory

Studies testing Herzberg’s two-factor theory using international samples have been no more supportive of the theory than studies conducted in the USA (Hines, 1973). Critiques of Herzberg’s theory have proposed alternative explanations for his findings. According to Schneider and Locke (1971) and Locke (1973), intrinsic factors are related to job satisfaction and extrinsic factors are related to job dissatisfaction because employees see themselves as responsible for their satisfaction and blame others for their dissatisfaction. Adler (1980) found support for this explanation using an Israeli sample. Adler asked subjects to recall both a satisfying and a dissatisfying incident and to evaluate the importance of various agents in causing each incident. Subjects saw external agents as more responsible for dissatisfying incidents than for satisfying incidents.

Adigun and Stephenson (1992) compared critical incidents related to job satisfaction/dissatisfaction reported by small samples of British and Nigerians (N = 31 and N = 42, respectively) living in England. The authors concluded that the responses of the British sample were more in accordance with predictions from Herzberg’s theory than were the responses of the Nigerian sample. That is, the British sample was more prone than the Nigerian sample to identify content (intrinsic) and context (extrinsic) factors with satisfaction and dissatisfaction, respectively.

Job Characteristics Model

Based on research conducted in the USA, intrinsic job characteristics have emerged as the most consistent situational predictor of job satisfaction. The relationship between intrinsic job characteristics and job satisfaction has been supported in international samples as well. The majority of the research used the job characteristics model (JCM; Hackman & Oldham, 1976) as a framework. In addition to examining the validity of the JCM outside the USA, these studies also suggested additional intrinsic job characteristics that may be related to job satisfaction, examined the dimensionality of a common measure of the core job characteristics, and examined the form of the relationship between job satisfaction and job characteristics.

Research examining the validity of the JCM using international samples has generally found support for the relationships tested. Using an Israeli sample, Fox and Feldman (1988) found that, with the exception of task identity, the core job characteristics (skill variety, task significance, autonomy, and feedback) were significantly correlated with job satisfaction. However, the mediating properties of the three critical psychological states were not supported. The relationships specified by the JCM were also tested in a study of Canadian schoolteachers (Barnabé & Burns, 1994). In this study, support was found for the proposed relationships between the five core job characteristics and the psychological states and between the psychological states and job satisfaction. The mediating properties of the psychological states were also supported. In a study of Chinese employees, Xie (1996) found that high job autonomy and high demands were associated with job satisfaction.

Although studies using Israeli and Canadian samples generally supported the JCM, similar results were not found in a study of the nursing staff at a Malaysian hospital (Pearson & Chong, 1997). For this sample, the core job characteristics were not significantly related to job satisfaction; however, feedback from others, an interpersonal dimension of social information, was significantly related to job satisfaction. According to Pearson and Chong (1997), these results were expected based on the Malaysian culture. The Malaysian culture has a tradition of role compliance which results in lower initiative, discretion, and self-actualization among the workforce; therefore, the core job characteristics identified in the JCM are less likely to increase job satisfaction in this culture. In a study of black South Africans, Orpen (1983) directly tested the moderating effects of the degree of Westernization on the job characteristics–job satisfaction relationship. For subjects with a low degree of Westernization, skill variety, task identity, autonomy, and feedback had nonsignificant relationships with job satisfaction; however, for subjects with a high degree of Westernization, both autonomy and task identity were significantly related to job satisfaction.

In addition to testing the relationships proposed by the JCM, several studies have suggested additional intrinsic job characteristics that may be related to job satisfaction. Jans and McMahon (1989) included a self-expression scale as a measure of person–task fit in their study of Australian public sector employees. The scale measured the degree to which the job allowed learning, the extent to which previous learning was used, and the degree to which tasks performed were interesting. Self-expression made a unique contribution to the variance explained in job satisfaction beyond that explained...
by the five core job characteristics in one of the two samples surveyed. Baba and Jamal (1991) conceptualized the five core job characteristics as nonroutine job content. Employee participation in routine or nonroutine work shifts was included as a measure of routinization of job context. In a sample of Canadian nurses, higher job satisfaction was found when job content was nonroutine and when job context was routine.

Kiggundu (1983) proposed including initiated and received task interdependence as core job characteristics. Initiated task interdependence was defined as the degree to which other positions related to work performed by the employee and was expected to be positively related to job satisfaction, while received task interdependence was defined as the extent to which the employee was reliant on work inflows from other positions and was expected to be negatively related to job satisfaction. In a study of the Canadian life insurance industry, a positive relationship was found between initiated task interdependence and job satisfaction; however, the relationship between received task interdependence and job satisfaction was near zero. Corbett, Martin, Wall and Clegg (1989) found that technological coupling, or the degree of integration between advanced manufacturing technology (AMT) applications, had a significant negative relationship with job satisfaction controlling for the five core job characteristics for employees at a computer manufacturing company in the United Kingdom.

Two studies of Australian workers found that employees in autonomous or self-managing workgroups had higher levels of job satisfaction than those in traditionally designed jobs (Cordery, Mueller & Smith, 1991; Wright & Cordery, 1999). Significantly, Wright and Cordery (1999) further showed that this relationship was moderated by production uncertainty such that the relationship was positive at high levels of uncertainty and negative at low levels of uncertainty. In a study designed to determine the relative effects of objective monotony (measured as repetitive work and work overload) and subjective monotony on job satisfaction for a sample of blue collar workers in Israel, Melamed, Ben-Avi, Luz and Green (1995) found that subjective monotony partially mediated the relationship between objective monotony and job satisfaction.

Two other studies have also found relationships between a number of intrinsic job characteristics and job satisfaction similar to those found in US samples. For army officers in Sweden, leader support, coworker support, job characteristics (autonomy and variation), workload, role explicitness, human resource management, and career possibilities were found to be positively related to job satisfaction, while role conflict, mental fatigue, and psychosomatic symptoms were found to be negatively related to job satisfaction (Nystedt, Sjöberg & Hägglund, 1999). Similarly, the job satisfaction of nurses in the Netherlands was shown to be correlated with job complexity and difficulty, feedback and clarity, work pressure, autonomy, promotional and group opportunities, patient attending and caring, social leadership, and the nursing care system structure (Landeweer & Boumans, 1994).

Several studies using international samples have examined the form of the relationship between job characteristics and job satisfaction. Using a sample of employees in Hong Kong, Wong, Hui and Law (1998) examined the causal direction between perceptions of job characteristics and job satisfaction. This study found that overall and intrinsic job satisfaction are reciprocally related to perceptions of job characteristics. Extrinsic job satisfaction had causal effects on the perception of job characteristics; however, the reciprocal relationship was not supported. In a second study of the relationship between job characteristics and job satisfaction, De Jonge and Schaufeli (1998) tested Warr’s (1987) vitamin model, which proposes nonlinear relationships between job characteristics and job satisfaction. In a sample of Dutch health care workers, both job demands and job autonomy were linearly related to job satisfaction, while social support had a nonlinear relationship. When considering the effects of all three variables on emotional exhaustion, job satisfaction, and job satisfaction, a nonlinear model provided a better fit than the linear model.

Overall, the results of research examining the relationship between intrinsic job characteristics and job satisfaction in international samples are similar to those found in US samples. It is important to note, however, some divergent results and that many of the samples in these studies come from cultures that are similar to the USA. More research on samples whose culture is more divergent from the USA is needed.

Dispositional Approaches

Most of the international research on the dispositional source of job satisfaction that we located comprised direct studies. These studies investigated a large variety of specific traits (e.g., individualism–collectivism, core self-evaluation construct and components, human needs). In fact, we were able to locate only two indirect studies (Hershberger, Lichtenstein & Knox, 1994; Newton & Keenan, 1991). Newton and Keenan (1991) investigated the stability of job satisfaction among young British engineers experiencing situational change (from university studies to full-time employment, change of employer). They found evidence for job satisfaction instability (based on mean differences rather than retest correlations), some evidence for stability in job satisfaction relative rankings, and general support for the importance of situational changes, lending support to the interactional rather than dispositional approach. Hershberger et al. (1994)
examined the genetic influences on job satisfaction using a four-group twin design. These researchers failed to replicate Arvey et al.’s (1989) findings; they did not find significant genetic influences on job satisfaction. Yet, since the more compelling support for the dispositional approach comes from the direct studies, these two studies do not pose too much of a threat to the approach. Our review of international research on direct studies is organized around the traits that have been investigated in these studies.

**Individualism and collectivism** Recently, interest in the relationship between the individualism–collectivism construct and job satisfaction has emerged (e.g., Chiu & Kosinski, 1999; Hui & Yee, 1999; Hui, Yee & Eastman, 1995). This is a unidimensional, bipolar construct, with the collectivistic pole representing people who attribute high value to in-group solidarity, while the individualistic pole represents people who prefer ‘to do their own thing.’ This construct can be used both at an individual and cultural level. Consequently, the aforementioned relationship has been studied both at the national level and individual level, yielding conflicting results.

Some studies suggest a positive link between individualism and job satisfaction. For example, workers in countries classified as lower on individualism appeared to be less satisfied than their counterparts in more individualistic countries. In a 1978 poll, De Boer found that Sweden had the highest percentage of satisfied workers at 63%, followed by the UK (54%), Brazil (53%), and Japan (20%) (see also Griffith & Hom, 1987; Lincoln & Kalleberg, 1985). Hui et al. (1995) using international survey research data, found a nonsignificant relationship between overall job satisfaction and the individualism index, but found a negative relationship for individualism with interpersonal relationships at work. A recent study by Chiu and Kosinski (1999), based on 626 registered nurses from two western-individualistic countries (Australia and United States) and two Asian-collectivistic countries (Hong Kong and Singapore), found that individualistic employees had higher scores on job satisfaction than nonindividualistic employees.

However, other studies found a positive relationship between collectivism and job satisfaction. Hui et al. (1995) examined the relationship between collectivism and job satisfaction in two samples of employees in a Hong Kong department store. They found that collectivism was related to higher job satisfaction \( r = .25 \) and \( r = .18 \). Hui and Yee (1999) replicated this relationship between collectivism and job satisfaction \( r = .17 \), in two additional groups of employees in Hong Kong: salespersons of a department store chain and customer-service operators in a public utility company.

In trying to explain these conflicting results, we observed that studies comparing countries or samples of workers across countries found individualism to have a positive link with job satisfaction, while studies within a country found collectivism to have a positive relationship with job satisfaction. Hui and Yee’s (1999) moderator – workgroup atmosphere – of the individualism–collectivism and job satisfaction relationship seems to fit nicely with our observation. They showed that in ‘warm’ workgroups (i.e., groups wherein colleagues readily help each other) the collectivism–satisfaction link is stronger than in ‘cold’ workgroups (groups wherein mutual support and collaboration are lacking or not expected). Extrapolating this finding to the country level, we think that within the Asian ‘warm’ collectivistic countries (the ‘within’ country studies) collectivism is positively linked to job satisfaction, but at the between country level (including both individualistic and collectivistic countries, cold and warm, respectively) the individualistic–job satisfaction positive link holds. Clearly, more research is needed to resolve this issue, and to assess the accuracy of the latter explanation.

**Locus of control, self-esteem, and neuroticism** Several studies investigated the relationship between locus of control and job satisfaction (Judge et al., 1998; Judge, Thoresen, Puicik & Welbourne, 1999; Kirkcaldy & Cooper, 1992; Nelson & Cooper, 1995; Sharma & Chaudhury, 1980; Sui & Cooper, 1998). Data from various sources (Israeli sample, a multinational sample, British and German samples) all point to a positive and significant relationship between an internal locus of control and overall job satisfaction \( r = .22, r = .32, r = .37, r = .33 \), respectively. However, in one study, Sui and Cooper (1998) produced a different set of results. Using a sample of employees working in Hong Kong, they found that locus of control was not significantly correlated with overall job satisfaction \( r = .18 \), was correlated with satisfaction with the job itself \( r = .29 \), and was not related to satisfaction with the organization. Three studies investigated the relationship between self-esteem and job satisfaction and found low positive relationships. Brook (1991), based on 81 employees in New Zealand and a complex measure of self-esteem (actual-self/ideal-self discrepancy in a repertory grid approach), found a positive but not significant relationship. The second study (Judge et al., 1998), based on an Israeli sample, reported a .16 uncorrected correlation between self-esteem and job satisfaction. The last study (Judge et al., 1999), based on a heterogeneous sample (employees from Australia, Britain, Korea, Scandinavia and America), reported a .31 uncorrected correlation. Finally, two studies examined the relationship between neuroticism and job satisfaction. In an Israeli sample, Judge et al. (1998) found a modest correlation \( r = - .07 \). Moyle (1995) found a stronger relationship \( r = - .20 \), in a British sample.
Other traits Cawsey, Reed and Reddon (1982) in an explorative study examined the relationship between human needs, as measured by the Personality Research Form, and job satisfaction (total JDI), controlling for social desirability. Two groups of Canadian managers for a national consumer lending company were used, one consisting of English-speaking individuals and the other consisting of French-speaking individuals. Needs predictive of job satisfaction in the English sample were: achievement, autonomy, affiliation, and abasement (multiple $R = .41$). Needs predictive of job satisfaction in the French sample were: autonomy, nurturance, and cognitive structure (multiple $R = .37$).

The research described above was mostly atheoretical, and did not help uncover the processes by which personality influences job satisfaction. In the international research literature, there are a few exceptions. Judge et al. (1999) showed that the relationship of positive self-concept (similar to core self-evaluations) and risk tolerance with job satisfaction was roughly half-mediated by coping with organizational change. Moyle (1995) showed that neuroticism (measured with negative affectivity) affected job satisfaction as mediated through perceptions of control opportunities (decision latitude). Sui and Cooper (1998) examined the moderating effects of locus of control on stressors–job satisfaction relationship. The moderating (`buffering') effect of locus on the relationship stressors–job satisfaction was only marginal (for similar weak results see also Kirkcaldy & Cooper, 1992).

**Value-Percept Model**

Three international studies used various aspects of Locke's (1976) value-percept theory as a framework for the study of job satisfaction. In a comparative study of the job satisfaction of teachers at technological institutions in England and India, subjects provided an evaluative judgment of the difference between the desired and current amounts of various job content and context factors (Indiresan, 1981). These judgments were used to predict job satisfaction. In general, context factors (e.g., boss, salary, prestige) were more highly related to job satisfaction for Indian teachers, while content factors (e.g., achievement, recognition) were more highly related to job satisfaction for English teachers. The impact of importance on these relationships cannot be determined because a measure of importance was not included in this study.

Research incorporating Locke's (1976) value-percept theory has also examined the relationship between importance and satisfaction. In a study of the European electronics industry, Borg (1991) proposed that the form of this relationship would differ based on the job factor under consideration. For factors such as the company itself, Borg hypothesized a positive correlation such that satisfactory aspects of the job are rated as more important. For factors such as pay, promotions, or one's supervisor, Borg hypothesized a V-shaped relationship such that both satisfying and dissatisfying factors are judged as more important than those that are moderately satisfying. In general, Borg proposed that the relationship 'should be less V-shaped the more an individual is able to reduce his or her dissatisfaction by intrapsychic means rather than by changing the real world' (p. 84). The results generally supported Borg's hypotheses.

In a third study, Staples and Higgins (1998) used a Canadian sample to test Locke's (1976) theory that facet satisfaction reflects both the value-percept discrepancy and the importance of the facet. Based on this, weighting ratings of facet satisfaction by importance of the facet should not increase the percentage of variance explained in overall job satisfaction. Staples and Higgins' results supported Locke's theory. When unweighted facet satisfaction ratings were used, 55% of the variance in overall job satisfaction was explained. The percentage of variance explained dropped to 47% when the facet satisfaction ratings were weighted by the importance of the facet.

**Measurement of Job Satisfaction in an International Context**

In a global business environment that is characterized by increasing mobility across national borders, it has become particularly important to understand job attitudes in a cross-cultural framework. When looking at the concept of job satisfaction from a cross-cultural perspective, in order to make meaningful inferences, researchers need to use standard measures and methods (Ryan, Chan, Ployhart & Slade, 1999). Even though it might not be the most desirable theoretical approach, the typical way researchers study job satisfaction across cultures is an imposed-etic approach (Hulin, 1987; Ryan et al., 1999), in which instruments developed in one culture (usually the USA) are used (eventually translated) to capture job satisfaction in other cultures. We will not address here the theoretical issue of psychometric equivalence of job satisfaction instruments (for an in-depth discussion see Hulin, 1987); instead we will look at empirical evidence related to the scale translation process.

The Job Descriptive Index (JDI; Smith, Kendall & Hulin, 1969), in addition to being the most widely used measure in the USA, is the instrument that has been the subject of most equivalence and translation investigations. We found that research results point towards some degree of cross-cultural non-equivalence in most studies. For example, Hulin and Mayer (1986) found that one-third of the JDI items were noninvariant across languages and sub-populations, and Ryan et al.'s (1999) results
suggested differential reliability of measurement for a four-factor structure that included a job satisfaction dimension. Other research also supports some cross-cultural differences in the measurement of job satisfaction. Simonetti and Weitz (1972) found that job facets contributed differently to overall job satisfaction across three countries, suggesting that the nature of the latent construct may differ across countries. Spector and Wimalasiri (1986) found different factor structures of the job satisfaction survey in two samples of American and Singaporean employees. A more recent analysis of job satisfaction structure in an Indian industrial setting (Takalkar & Coover, 1994), employing a confirmatory factor analytic approach, found support for the generalizability of the job satisfaction dimensions developed in the USA (for similar results see also Sekaran, 1981).

Thus, the measurement properties of job satisfaction surveys appear to vary across cultures. One could conclude from the evidence that job satisfaction measures do not generalize across cultures. However, we do not agree with such an interpretation. That measures fail to achieve perfect instrument invariance across cultures does not mean the measures do not generalize. A lack of invariance across translations at the item level or even slightly different factor structures in different cultures may still allow the instrument to display generalizable characteristics as a whole. For example, Ryan et al. (1999) concluded that, even though ‘we found several instances of a lack of invariance’ (p. 50), the differences would not warrant the modification of their multinational employee opinion survey, given that their ‘proposed model fit well in all four countries’ (p. 50). McCabe, Dalessio, Briga and Sasaki (1980) concluded, for example, that the JDI and the Index of Organizational Reactions (IOR; Smith, 1976) English forms were successfully translated into Spanish, based on ‘high convergent and discriminant validities, along with greater convergence across the same instrument than across the same language’ (p. 785).

Cross-Cultural Perspectives on the Outcomes of Job Satisfaction

International research on the outcomes of job satisfaction has been focused on many of the same variables as has American research, though perhaps with a slightly different emphasis. Whereas both American and international scholars have studied life satisfaction, job performance, and adaptive behaviors as broad categories of job satisfaction outcomes, American researchers have been somewhat more concerned with the relationship between job satisfaction and job performance, whereas international research has been more likely to investigate the relationship of job satisfaction to nonwork attitudes (e.g., see Warr, 1999). With respect to the other major outcome variable – adaptive behaviors – it seems that international research has adopted a dual focus on both withdrawal and citizenship behaviors, while American research has devoted relatively more attention to withdrawal behaviors. This differential focusing approach is consistent with Erez’s (1994) findings that performance appraisal was a central focus of American and Israeli research but not of Scandinavian, German, Japanese, or Indian research, which focused more on employee well-being and satisfaction.

In the review of studies that investigated relationships between job satisfaction and its possible outcomes we did not find direct tests of an eventual moderating effect that culture might have on the strength or direction of the job satisfaction–outcome relationships. With few exceptions, international research has focused on studying those relationships from the same perspective as American research, implying that much international research has sought to generalize the results of American research rather than looking for cultural differences. We believe that there is a need for studies that explicitly incorporate cultural variables as possible moderators of the relationships of job satisfaction and its hypothesized outcomes. International research on job satisfaction’s relationships with the three principal categories of outcomes is reviewed in the following sections.

Life Satisfaction

International research has focused on the same three mechanisms (segmentation, spillover, and compensation) that offer competing explanations for the relationship between job and life satisfaction as has American research.4 While all studies that we reviewed found significant relationships between job satisfaction and life satisfaction (reported correlations ranged from .19 to .49), support for the prevalence of a specific mechanism was mixed. Hart (1999), analyzing structural equations models of three waves of data obtained from 479 Australian police officers found support for the segregation (more commonly known as segmentation) model, rather than the spillover model. Shamir and Ruskin (1983), in a study that matched a sample of kibbutz residents with town and city residents, obtained results that suggest that ‘strong compensatory mechanisms between life spheres can operate only in highly segregated communities’ (p. 219). A possible integration of the segregation and spillover frameworks is offered by Steiner and Truxillo (1987). The data from this study, which included a combined French and American sample, supported the segregation hypothesis for the intrinsic component of job satisfaction, while it suggested that the spillover model applies to extrinsic job satisfaction. In a study that compared survey responses from 10 Western European countries in order to compare
predictors of life satisfaction, Near and Rechner (1993) did not find a substantial variation in the relationships between job satisfaction and life satisfaction across those 10 countries (correlation coefficients varied from .41 to .54), suggesting a spillover effect.

A line of research related to the study of the life-satisfaction–job-satisfaction relationship that has developed outside the segmentation–spillover–compensation framework is the investigation of the meaning of working across cultures. England (1990) extended the research from a comprehensive Meaning of Working (MOW) study, which was first reported in the scientific literature in 1981 followed by detailed international comparative results in 1987 (MOW International Research Team, 1987). In his 1990 article, England compared data for representative labor force samples from Germany, Japan, and the United States. Although no national-specific consistent patterns for the meaning of work were observed, the data showed that there is a strong contingency between work-meaning pattern membership (England proposed eight distinct work-meaning patterns and investigated people’s pattern membership across countries) of the individual and levels of outcome realization (outcomes such as income, quality of work, occupational satisfaction, and job satisfaction).

Job Performance

Although fewer international than American studies have investigated the relationship between job satisfaction and job performance, we located 20 satisfaction–performance correlations contained in 16 studies (three studies contained multiple samples). These correlations are provided in Table 2.1. As is shown in the table, these studies are fairly diverse in nationality and occupation. The average unweighted uncorrected satisfaction–performance correlation is .20 and, as the table shows, only one of the correlations is negative. If this correlation were corrected for unreliability in satisfaction and performance, it would be greater than .30. These results are quite similar to, and even slightly higher than, the overall uncorrected correlation of .18 (.30 corrected) reported in Judge et al.‟s (in press) review of mostly American studies. Thus, it appears that the satisfaction–performance relationship in international contexts is similar to that in the USA. However, it is important to note that, unlike the USA where many studies investigate different models of the satisfaction–performance relationship, almost none of the international studies in Table 2.1 focused on the satisfaction–performance relationship per se (Orpen, 1978, is an exception). Rather, in the typical study, a satisfaction–performance correlation was reported, but the purpose of the study was otherwise (e.g., Saks & Ashforth, 1996, studied the relationship of socialization to various outcomes, including satisfaction and performance). Thus, while we can conclude the satisfaction–performance relationship at a bivariate level generalizes cross-culturally, little is known about the causal relationship among the constructs in a cross-cultural context.

Withdrawal Behaviors

Mirroring American research, international research also found relatively weak, but consistently negative, correlations between job satisfaction and withdrawal behaviors (Adler & Golan, 1981; Arnold & Feldman, 1982; Jamal, 1999; Koslowsky, 1991; Lum, Kervin, Clark, Reid & Sirola, 1998). An exception is a study by Iverson and Roy (1994), who found a moderately strong association (r = .48) between job satisfaction and intention to stay in the organization, but in this case the self-report nature of the criterion may explain the relatively strong correlation. Regarding the relationships among withdrawal behaviors, Clegg (1983) reported partial support for a progressive withdrawal model, while Adler and Golan (1981) found the relationship between lateness and absenteeism not to be progressive in nature. Future research on models of withdrawal is needed in general, but especially in international contexts where different cultural norms for absence, lateness, mobility, and other forms of withdrawal might affect the relations among these behaviors.

A separate line of research includes studies that propose job satisfaction to be a consequence of withdrawal behaviors such as lateness and absenteeism. From those studies, we found particularly interesting the research efforts that directly tested the causality of the relationship between job satisfaction and lateness or absenteeism. Clegg (1983), using a sample of British workers, employed a time-lagged design and gave simultaneous analytic consideration to three possible hypotheses of causality (X influences Y, or Y influences X, or X and Y display an association due to a third variable influencing both X and Y) in an attempt to capture the direction flow of the associations between job satisfaction and absence and lateness. Clegg found no evidence that affect (job satisfaction and organizational commitment) influences absence but found some support for the hypothesis that affect influences turnover. Clegg’s results rather suggested that the reverse hypothesis might be true (the data supported the hypothesis that absence predicts job satisfaction). Using a similar design on a sample of Australian workers, Tharenou (1993) also found that ‘uncertified absence is more likely to influence job dissatisfaction, than the reverse’ (p. 282).

Organizational Citizenship Behaviors

The Organizational Citizenship Behavior (OCB) construct can be considered to be part of the same broader construct of adaptive behaviors, but having an opposite orientation when compared to withdrawal
<table>
<thead>
<tr>
<th>R</th>
<th>Sig.</th>
<th>N</th>
<th>Country</th>
<th>Sample</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>.26</td>
<td>—</td>
<td>116</td>
<td>India</td>
<td>Dairy institute researchers</td>
<td>Anand &amp; Sohal (1981)</td>
</tr>
<tr>
<td>.25</td>
<td>—</td>
<td>24</td>
<td>India</td>
<td>Dairy institute teachers</td>
<td>Anand &amp; Sohal (1981)</td>
</tr>
<tr>
<td>.28</td>
<td>—</td>
<td>22</td>
<td>India</td>
<td>Dairy institute extension workers</td>
<td>Anand &amp; Sohal (1981)</td>
</tr>
<tr>
<td>.05</td>
<td>ns</td>
<td>107</td>
<td>Poland</td>
<td>Shipping supervisors</td>
<td>Borucki (1987)</td>
</tr>
<tr>
<td>.31</td>
<td>p &lt; .01</td>
<td>159</td>
<td>Australia</td>
<td>Bank personnel</td>
<td>Hesketh, McLachan &amp; Gardner (1992)</td>
</tr>
<tr>
<td>.59</td>
<td>p &lt; .01</td>
<td>100</td>
<td>Bangladesh</td>
<td>Industrial workers</td>
<td>Khaleque, Hossain &amp; Hoque (1992)</td>
</tr>
<tr>
<td>.03</td>
<td>ns</td>
<td>117</td>
<td>Canada</td>
<td>Prison custodians</td>
<td>Maillet (1984)</td>
</tr>
<tr>
<td>.12</td>
<td>p &lt; .05</td>
<td>338</td>
<td>Israel</td>
<td>High technology employees</td>
<td>Mannheim, Baruch &amp; Tal (1997)</td>
</tr>
<tr>
<td>.07</td>
<td>ns</td>
<td>61</td>
<td>Canada</td>
<td>Food service managers</td>
<td>Meyer, Paunonen, Gellatly, Goffin &amp; Jackson (1989)</td>
</tr>
<tr>
<td>.23</td>
<td>ns</td>
<td>80</td>
<td>Canada</td>
<td>Teacher interns</td>
<td>Nhundu (1992)</td>
</tr>
<tr>
<td>.03</td>
<td>ns</td>
<td>80</td>
<td>South Africa</td>
<td>Gold mine supervisors</td>
<td>Orpen &amp; Bernath (1987)</td>
</tr>
<tr>
<td>.45</td>
<td>p &lt; .05</td>
<td>47</td>
<td>South Africa</td>
<td>Urban factory supervisors</td>
<td>Orpen (1978)</td>
</tr>
<tr>
<td>.02</td>
<td>ns</td>
<td>54</td>
<td>South Africa</td>
<td>Rural (tribal) factory supervisors</td>
<td>Orpen (1978)</td>
</tr>
<tr>
<td>.24</td>
<td>p &lt; .05</td>
<td>183</td>
<td>South Africa</td>
<td>Clerks</td>
<td>Orpen (1982)</td>
</tr>
<tr>
<td>.23</td>
<td>p &lt; .05</td>
<td>346</td>
<td>South Africa</td>
<td>Managers</td>
<td>Orpen (1985)</td>
</tr>
<tr>
<td>.13</td>
<td>ns</td>
<td>98</td>
<td>South Africa</td>
<td>Electronics firm employees</td>
<td>Orpen (1986)</td>
</tr>
<tr>
<td>.25</td>
<td>p &lt; .05</td>
<td>99</td>
<td>Australia</td>
<td>Nurses</td>
<td>Randall &amp; Scott (1988)</td>
</tr>
<tr>
<td>.14</td>
<td>p &lt; .05</td>
<td>163</td>
<td>Australia</td>
<td>Nurses</td>
<td>Randall &amp; Scott (1988)</td>
</tr>
<tr>
<td>.28</td>
<td>p &lt; .01</td>
<td>153</td>
<td>Canada</td>
<td>Accountants</td>
<td>Saks &amp; Ashforth (1996)</td>
</tr>
<tr>
<td>.19</td>
<td>p &lt; .05</td>
<td>200</td>
<td>Australia</td>
<td>Electrician apprentices</td>
<td>Tharenou (1993)</td>
</tr>
</tbody>
</table>

Note: Sig. = Significance level (significance levels not reported for Anand & Sohal [1981] because the correlations were averaged across performance criteria).
behaviors. In a study of African workers, Munene (1995) found that job satisfaction was correlated with OCBs (OCBs were rated by supervisors in this study) but its impact was not as strong as those of job involvement and attitudinal commitment. Farh, Podsakoff, and Organ (1990), in a study of Taiwanese workers, proposed that job satisfaction would be a mediator for the relationship between leader fairness and task scope and OCBs, rather than an antecedent of OCBs. Contrary to their hypothesis, the results suggested a model in which job satisfaction and OCBs were both consequences of leader fairness and job scope. Although we have not seen research that has attempted to integrate withdrawal behaviors and OCBs, and eventually relate job satisfaction to the broad construct of adaptive behaviors proposed by Hulin (1991), we believe that our understanding of the mechanisms through which job satisfaction relates to behavior would be enriched by such an attempt.

**SUMMARY AND RECOMMENDATIONS FOR FUTURE RESEARCH**

Our cross-cultural review of the job satisfaction literature highlights two key points. First, research on non-US samples has often replicated findings from US samples, demonstrating the generalizability of some core principles concerning the concept. Second, international research enriches the topic by addressing new questions, adopting distinct approaches, and highlighting cultural influences. In this final section, we recap the core findings for which there is a high convergence, and point to future research areas suggested by our comparison of US and international studies. The antecedents, measurement, and outcomes of job satisfaction are discussed in turn.

**Antecedents of Job Satisfaction**

Across cultures, the nature of work people do, their individual personality, and the interaction between these two aspects, all influence job satisfaction. Most research attention has focused on the effect of work content on job satisfaction. Of the various situational theories put forward, the one that has had the most consistent support is the JCM. Findings from US and international studies are largely supportive of this model’s core proposition that intrinsic job characteristics such as autonomy and variety promote job satisfaction, especially for individuals with high growth and development orientations. Personality research is somewhat confused by the use of a wide range of concepts and measures. However, studies from around the world that directly investigated the link between personality and job satisfaction have mostly shown that personality traits influence satisfaction. For example, individuals with high positive affectivity, low negative affectivity, and positive core self-evaluations are more likely to be satisfied with their jobs. Finally, a small set of US and international studies support value-percept theory, such that an individual’s values about each job aspect influence their satisfaction.

Incorporating an international dimension offers more than increased confidence in US findings, and would offer new insights into these literatures that would increase understanding of job satisfaction in the US and abroad. It would also hold the promise of opening up entirely new areas of inquiry. Our cross-cultural review highlights three key research needs to enhance understanding about job satisfaction antecedents. The first concerns expanding the range of antecedents. The JCM has been criticized for its focus on a rather narrow range of ‘core’ job characteristics (Parker & Wall, 1998). International studies have shown that additional intrinsic job characteristics (e.g., interdependence, self-expressions, work load/pressure), as well as group-level job characteristics (e.g., self-managing teams), affect job satisfaction. Some of these job characteristics are more salient now compared to when the JCM was developed because of the changes occurring in the workplace. For example, with the extensive downsizing taking place in many organizations, excessive workload is likely to be an important job feature, and the current emphasis on teamwork highlights the need to consider group-level job characteristics. Thus, we may need to include additional intrinsic characteristics if we are to understand the full potential of situational factors in promoting satisfaction.

At this point, it is important to observe that we do not make the same recommendation in relation to dispositional antecedents. Although there are advantages in including new personality variables if they have particular cultural salience (see later), the main problem characterizing this research is the diverse set of measures and concepts used. To prevent further fragmentation, and to facilitate theoretical development, there is a need to integrate the diffuse set of dispositional concepts and measures that have been linked to job satisfaction.

A second research need identified from our review relates to cultural influences on the antecedents. Findings from some international studies (e.g., Pearson & Chong’s, 1997, study of Malaysian nurses) have shown that the widely accepted core job characteristics for promoting job satisfaction, such as job autonomy, are not necessarily the most important job aspects in non-US samples. There is some evidence that the less Westernized the sample is, the less likely that the core job characteristics will be the most salient aspects for job satisfaction. We call for research that examines the importance of various job characteristics within less Westernized cultures. This research need is not unrelated to
that described above, since the breadth of job characteristics will probably need to be widened to include all those that are important within the culture. One study, for example, suggested a greater emphasis on extrinsic job factors such as salary than is typical in US studies (Indiresan, 1981).

Dispositions might also have different consequences for job satisfaction according to the culture. Only a few of the international studies we reviewed suggested this explicitly (Cawsey et al., 1982), although our analysis of the research on individualism–collectivism led us to predict that the influence of this variable will differ in collectivist cultures such as Asia (collectivism will be positively related to job satisfaction) compared to individualist cultures such as the USA (individualism will be positively related to job satisfaction). One might also hypothesize that core self-evaluations as assessed in US-based studies will less important for job satisfaction in cultures that emphasize the ‘interdependent self’ rather than the ‘independent self’ (Markus & Kitayama, 1991). We recommend international comparative studies investigating dispositional antecedents of job satisfaction, and suggest that these should draw on the extensive (and growing) literature on cross-cultural aspects of personality.

The third research need is to gain a better understanding of the nature of the relationship between antecedents and job satisfaction. This includes investigating: contingency factors; nonlinear relationships; mediational processes; non-recursive processes; and processes at different levels of analysis. Individual growth need strength is the most clearly established contingency, although international research has highlighted other potential individual-level moderators (e.g., locus of control) and, as described above, the potential moderating influence of culture. Also significant is the international research showing that job characteristics were more strongly linked to job satisfaction in highly uncertain contexts. There has been surprisingly little attention given to the moderating effect of work context, despite the fact that later variants of the JCM proposed context satisfaction as a moderator (Oldham, 1996). The moderating influence of context is especially important to investigate in modern organizations in which many employees are facing downsizing and career uncertainty. More broadly, identifying contingencies will ensure greater consistency in research findings, and enable more precise predictions about when changing job content will enhance job satisfaction.

Most US research has assumed a linear form of relationship between intrinsic job characteristics and job satisfaction, or ‘more is better.’ A contribution from international research is the demonstration of curvilinear relationships; that too little and too much of a job feature can be detrimental to job satisfaction (De Jonge & Schaufeli, 1998). Such findings are important because their practical implication is that work redesign may be bounded. We recommend that researchers consider nonlinear relationships when investigating the link between job characteristics and job satisfaction. Ganzach’s (1998) study of the interactive effects of intelligence and job complexity on job satisfaction is a good exemplar here.

The mediational processes underlying the link between antecedents and job satisfaction have not received much attention in either US or international research. In terms of work content, it is typically assumed that the job characteristics are satisfying because they fulfill individual needs. However, other mechanisms are plausible. For example, evidence suggests that job autonomy enhances employees’ ability to cope with stressful demands (Parker & Sprigg, 1999), and more effective coping could lead to job satisfaction. There have also been only a handful of US studies investigating the processes by which personality influences job satisfaction. From these, an interesting avenue of inquiry is the idea that dispositions (i.e., core self-evaluations) lead to the attainment of more complex jobs (Judge et al., 2000). This attempt to link situational and dispositional approaches is supported by the international evidence showing that dispositions can affect job satisfaction via their effect on the way employees interact with the situation (i.e., more effective coping with organizational change), or by their effect on employees’ perceptions of the situation (e.g., perceiving more job autonomy).

It is also valuable to investigate nonrecursive processes. As demonstrated in both US and international studies, satisfaction can also affect perceptions of work content. It is typically assumed that positive affect leads to a more favorable evaluation of job content, but higher satisfaction could also lead to changed job content via other mechanisms. For example, job satisfaction has been shown to enhance OCBs and job performance, which in turn could result in individuals being assigned, or seeking out, more autonomous work. These types of processes have received little research attention. The same argument for investigating nonrecursive processes can be applied to personality research. That is, it is possible that, as well as dispositions influencing situations, situations might affect individuals, particularly over the long term. For example, if an individual works in a narrow and simplified job for many years, it is possible that such job experience might lead to less positive core self-evaluations.

A final way to further investigate the nature of the relationship between antecedents and job satisfaction is to consider these associations at different levels of analysis. With the exception of a few studies investigating the effect of autonomous workgroups on individual job satisfaction, most of the research we reviewed has focused on individual-level antecedents and their effect on individual job satisfaction. However, affective reactions have been
meaningfully conceptualized at the group level (‘group affective tone’), and evidence suggests that aggregated group personality can be an important determinant of a group’s affect (George, 1990). A recent Australian study (Griffin & Hart, 1998) took this idea one step further, showing that dispositional antecedents at the group level. Such group-level analyses might be especially relevant within collectivist cultures such as Asia, where one might expect, for example, group-level job autonomy (such as in autonomous workgroups) to be more important than individual job autonomy.

**Measurement**

Good measures of job satisfaction exist, although there are two outstanding research issues. The first is the question of whether the sum of individual items, or facets, of job satisfaction equate with global indices. This issue is not yet resolved, although we believe for the most part global measures and summed-facet measures will yield equivalent results. The second issue concerns the generalizability of measures across cultures. The applicability of US-developed measures (particularly the JDI) in non-US samples has been examined in several studies. It is encouraging that there have been studies showing cross-cultural equivalence, but there have also been studies demonstrating a lack of invariance across items or factors. We believe that the advantages gained by using standardized measures in comparative studies probably outweigh small differences in item or factor structure, and that the latter do not necessarily mean the scale as a whole is not generalizable. However, more studies of cross-cultural measurement equivalence are required, including studies that systematically examine factors that might influence the degree of cross-cultural equivalence, such as the culture of the sample, the quality of item translation, and the measure of job satisfaction used. For example, are global job satisfaction measures more generalizable than measures that sum up individual items or facets? Furthermore, where applicable, it is important that studies distinguish the effects of language from nationality (e.g., Hispanics in the USA).

**Outcomes of Job Satisfaction**

Finally, we turned to the consequences of job satisfaction. The US and international research we reviewed was quite consistent in the size and direction of the association between job satisfaction and the outcomes of life satisfaction, job performance, and withdrawal behaviors. For life satisfaction, there have also been consistencies in the approach taken. Both US and international studies have aimed to identify how job satisfaction and life satisfaction relate to each other. Most research has shown a moderate positive correlation between job satisfaction and life satisfaction, suggesting that job experiences ‘spillover’ and affect life satisfaction (and/or vice versa). The correlation is not perfect, which is consistent with the idea that segmentation or compensation occur for at least some individuals. However, it is quite impossible to tease out potential cultural influences on how job satisfaction affects life satisfaction from the studies reviewed. One large cross-cultural study showed that countries did not significantly vary in the meaning they attached to work, which suggests that cultural differences in the link between job and life satisfaction might not be so great. On the other hand, a large-scale cross-cultural study on life satisfaction showed different life satisfaction determinants across nations (Oishi, Diener, Lucas & Suh, 1999), although this study did not include job satisfaction as one of the determinants. We need to investigate whether different links between job and life satisfaction occur as a function of individual differences (such as values and dispositions), occupations, circumstances, culture, or, as one international study showed, the type of job satisfaction assessed.

Finding a link between job satisfaction and job performance has been a particular preoccupation in US job satisfaction research, although confidence in the idea diminished considerably after the Iaffaldano and Muchinsky (1985) meta-analysis. A more recent and comprehensive US meta-review, our analysis of international studies, and organizational-level research suggests a stronger relationship between job satisfaction and performance than hitherto accepted as the case. The causal association between job satisfaction and performance, however, has mostly been investigated in US samples. International studies lag behind in this respect, and non-US studies are needed that test explicitly whether job satisfaction causes improved job performance.

It is cause for optimism that researchers are beginning to investigate contingencies that affect the satisfaction-performance relationship, such as job complexity (Judge et al., in press). Results will be inconsistent within cultures, let alone across cultures, as long as important individual and situational contingencies are not taken into account. Given that discretionary aspects of behavior rather than prescribed aspects are most likely to be affected by individuals’ satisfaction, a further positive development is the inclusion of discretionary behaviors such as OCBs into assessments of performance. Indeed, linking this idea with the contingency of job complexity, one could speculate that it is in more complex jobs that discretionary aspects
Finally, both US and international studies show weak, but consistently negative, associations between job satisfaction and employee withdrawal behaviors, such as lateness and absenteeism. An advance within US research has been to conceptualize withdrawal as a set of adaptive behaviors. Adopting this approach has been shown to result in stronger and more consistent links between job satisfaction and withdrawal. Extending the set of adaptive behaviors to include OCBs (or, more accurately, a lack of OCBs) will further enhance our understanding. International research appears to have taken a different direction. A few studies have investigated whether withdrawal behaviors progressively relate to each other, with only partial support for this idea; and some have examined reverse causal associations between job dissatisfaction and withdrawal, with some evidence suggesting that absence leads to dissatisfaction. The combination of US and international developments has much potential to improve within-culture studies. However, cross-cultural studies are also relevant because there are likely to be cultural differences in norms for absence and other such behaviors. Johns and Xie (1998), for example, found cross-cultural differences in the reasons given for absence for Canadian managers (less likely to endorse domestic reasons) compared to Chinese managers (less likely to endorse illness, stress, and depression).

How Job Satisfaction is Viewed and Treated

A final point to make is that job satisfaction is an applied research topic. Some would go as far as to argue there is little point continuing the research if the findings are not applied in practice. It is disturbing that there appears so little interest in the concept from US practitioners. We do not have the data to make international comparisons on this dimension, but it is likely that the different social policies, economics, and other such factors will affect the practical salience of the concept across different countries. For example, in Sweden, the amended Work Environment Act specifies how work should be designed according to the various human relations criteria, such as giving employees the opportunity to participate in work decisions (Kompier, 1996). We suspect that, as a consequence, job satisfaction is of much more interest to Swedish practitioners. In this article we have focused on research across the globe. However, there is probably also a great deal to be gained by comparing international practice relating to job satisfaction. Perhaps such research will reveal ways to reduce the practice–research gap.

CONCLUSION

The business environment is increasingly a global one. As such, we need to integrate and develop international understanding about fundamental work attitudes such as job satisfaction. Our review of US and international studies has revealed much consistency in findings across cultures. It has also highlighted ways in which incorporating international studies enriches the US approach, and has revealed important gaps in our understanding about job satisfaction in cultures distinct to the USA.
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NOTES

1 Though we cannot explain the apparent declining interest in job satisfaction, some speculation can be offered. First, the term used to describe the construct of job satisfaction continues to evolve. Researchers in the 1930s and 1940s generally used the term morale. Beginning in the 1950s, the term ‘job satisfaction’ began to supplant ‘morale.’ Today, other work attitudes (e.g., organizational commitment, mood at work) have become more common, perhaps at the expense of job satisfaction. Second, it is possible that organizations care less about job satisfaction than has been the case in the past, and therefore researchers’ interest has waned as well. Finally, it is possible that because, increasingly, the concept of a job is being supplanted by more flexible work roles, some may see the concept of job satisfaction as somewhat archaic (though we would note that most questions on a job satisfaction survey seem as applicable today as ever).

2 It is important to acknowledge that several explicitly cross-cultural studies have been completed in the job satisfaction area, typically comparing job satisfaction in one country to that in the USA (e.g., Krishnan & Krishnan, 1984; Roberts, Glick & Rotchford, 1982; Slocum, 1971; Spector & Wimalasiri, 1986). Although these studies clearly are cross-cultural in orientation, typically they focused on isolated aspects of job satisfaction.

3 As was noted earlier, Judge and colleagues argue that self-esteem, locus of control, and neuroticism are subsumed under the core self-evaluations construct (Judge et al., 1998; Judge et al., 1999). Indeed, the relative consistency of the results reported above ($M_r = .25, SD_r = .09$) supports the validity of the construct (the three traits appear to have indistinct relations with job satisfaction) and suggests that the results generalize cross-culturally.
4 Given the international origins of much of the work in this area, it might be more appropriate to comment that American researchers have focused on the same functional forms of the relationship as has international research.
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The present chapter provides a review of six of the more dominant theories of work motivation: Equity Theory, Expectancy Theory, Cognitive Evaluation Theory,Goal-Setting Theory, Control Theory, and Social Cognitive Theory. For each of these theories, the central tenets of the model are presented, followed by a summary of the research support that has been obtained for these theoretical propositions and a critical evaluation of the theory as a model of work motivation. Following this discussion, the chapter is concluded with several broad theoretical and methodological suggestions for improving the quality of future research in the field of work motivation.

INTRODUCTION

Since the formal inception of the field of work motivation during the 1930s, numerous theoretical models have been forwarded to both explain and predict motivated behavior in organizational settings. Although no clear consensus exists as to the ‘proper’ definition, work motivation can be generally defined as ‘a set of energetic forces that originates both within as well as beyond an individual’s being, to initiate work-related behavior, and to determine its form, direction, intensity & duration’ (Pinder, 1998: 11). In perhaps the earliest formulation of a theory of work motivation intended to describe these ‘energetic forces’, Lewin (1938) developed an expectancy-based model (termed ‘resultant valence’ theory), which emphasized the role of subjective perceptions in determining worker behavior. In the time since this initial effort, subsequent theoretical models have proposed a widely divergent set of factors to be responsible for motivated behavior. For example, three of the earliest theories of work motivation all focused on different determinants of behavior: while drive theories (e.g., Hull, 1943) emphasized the role of physiological need deprivation, and reinforcement theories (e.g., Skinner, 1953) asserted that the primary determinants of behavior were the consequences and/or rewards associated with past behavior, need theories (e.g., McClelland, 1961) focused on the role of psychological needs or values in motivation. Although these particular theories have since fallen out of favor with the work motivation research community (Kanfer, 1990), the diversity in assumptions represented by these theories remains in today’s literature. Modern explanations for motivated behavior range from the principles of hedonism (e.g., Vroom, 1964), to the principles of equity (e.g., Adams, 1963), to the concept of dynamic homeostasis (e.g., Campion & Lord, 1982).

In light of this diversity in current explanations for motivated behavior in organizations, the purpose of the present chapter is to provide an overview and critical evaluation of the major theories of motivation present in the organizational behavior research literature: Equity Theory, Expectancy Theory, Cognitive Evaluation Theory, Goal-Setting Theory, Control Theory, and Social Cognitive Theory. Although a number of other theories of work motivation exist, an exhaustive review of these theories is beyond the scope of this chapter (for such a review, see Kanfer, 1990). Instead, this chapter focuses on the theories that have garnered the most theoretical and empirical interest in the work motivation literature during the past several decades.
THEORIES OF WORK MOTIVATION

Equity Theory

Overview of Theory

According to Adams’s (1963, 1965) equity theory, workers perceive their work-related participation in an organization as an exchange process where they provide inputs to the organization (e.g., experience, effort, education) in return for valued outcomes (e.g., pay, promotions, recognition). The central tenet of this theory is that individuals are motivated to attain fairness or equity within this exchange process. In terms of the outcomes they receive relative to the inputs that they provide. Individuals evaluate the fairness of this exchange through a social comparison process in which they compare the ratio of their perceived outcomes to their perceived inputs (termed an equity ratio) to the equity ratio of a referent other, which may be a coworker, the individual in a previous situation (e.g., at a previous job), a hypothetical ‘ideal other,’ or a system referent (Goodman, 1974). Adams (1963) posited that when these two equity ratios are judged to be approximately equal to one another, workers perceive their exchange with the organization to be equitable or fair, resulting in feelings of satisfaction. Conversely, when workers determine that there is a discrepancy between these two ratios, the resulting perceptions of inequity (either underpayment or overpayment) produce an aversive state of tension within the individual in proportion to the magnitude of the inequity. This tension state is thought to motivate individuals to engage in various cognitive or behavioral measures designed to reduce inequity, including: altering their own inputs or outcomes, altering the inputs or outcomes of their referent other, changing their referent other, cognitively reevaluating their own inputs and outcomes or those of the referent other, or leaving the field (Adams, 1963). According to equity theory, individuals will actively engage in such discrepancy reduction activities until perceptions of equity are restored and the accompanying inequity tension is eliminated.

Research Evidence

In the years following the formulation of equity theory, numerous laboratory studies were conducted to examine the effects of perceptions of inequity on productivity (Mowday, 1991). Adams (1963) predicted that underpayment should reduce the quantity and/or quality of production under an hourly payment plan, but increase production quantity under a piece rate payment plan in an attempt to restore equity. Conversely, it was predicted that overpayment should reduce production quantity (while increasing quality) in a piece rate payment plan, and increase production quantity and/or quality under an hourly payment plan. Although the general findings from these early studies showed strong support for the predicted reactions to underpayment, support for the proposed reactions to overpayment was inconsistent (Greenberg, 1982). While some studies obtained support for the effects of overpayment (e.g., Adams & Jacobsen, 1964), other studies found either no effects (e.g., Valenzi & Andrews, 1971) or effects that quickly disappeared (e.g., Lawler, Koplin, Young & Fadem, 1968). Subsequent laboratory research on this topic has generally confirmed these results (Mowday, 1991), leading researchers to conclude that individuals are likely to be more tolerant of overpayment than underpayment, and therefore less likely to engage in behaviors designed to reduce overreward inequity.

Although an impressive amount of research was generated during this time to test equity theory predictions, these early laboratory studies were subject to a number of criticisms. First, the generalizability of these studies to actual organizational settings was questioned by a number of researchers (e.g., Greenberg, 1982). It was argued that the experimental settings typically used in these studies were likely to constrain an individual’s choice of equity restoration behaviors (e.g., it is typically not possible to alter the referent other’s outcomes/inputs or leave the field), and therefore the responses to equity violations observed in such settings may be much different than those that occur in the workplace. Second, virtually all of these early studies failed to measure key variables in the motivational processes described by equity theory, including perceptions of inputs and outcomes, choice of a referent other, and perceptions of equity (Goodman & Friedman, 1971). As a result, these studies are unable to provide any definitive evidence about the validity of equity theory, or rule out alternative explanations for results that appear to support equity theory (Mowday, 1991).

In an attempt to partially address such criticisms, Greenberg (1988, 1989, 1990) conducted a series of field studies examining the effects of perceived inequity in actual organizations. The findings from these studies provided further evidence that workers may lower productivity in response to a reduction in outcomes received (Greenberg, 1988), engage in cognitive reevaluation as a means of equity restoration (Greenberg, 1989), and seek to increase nonpay outcomes to offset reductions in pay (Greenberg, 1990). Although Greenberg’s research appears promising for equity theory predictions of behavior,
subsequent field research has yielded inconsistent results. For example, although Sheehan (1993) found that perceptions of inequity led to a decrease in worker performance, Summers and Hendrix (1991) concluded that inequity perceptions did not have an impact on performance. Similarly, although Moorman (1991) found that perceptions of outcome equity (i.e., distributive justice) were unrelated to the occurrence of organizational citizenship behaviors (OCBs), Lee (1995) found a negative relationship between these perceptions and OCBs.

Other than this handful of recent studies, it appears that there is little research currently being directed towards tests of equity theory predictions of worker behavior (Ambrose & Kulik, 1999). While this disinterest may be partially due to the inconsistent findings obtained by recent research, it is more likely that this disinterest stems from the substantial number of theoretical criticisms that have been leveled against equity theory. Although an exhaustive discussion of these criticisms is beyond the scope of the present chapter (see Leventhal, 1980; Mowday, 1991), three of the more common criticisms will be summarized to provide a sense of their scope and magnitude.

**Issues with Equity Theory**

**Limited predictive utility** Perhaps the strongest criticism of equity theory is that it is unable to generate specific predictions about the behaviors that individuals are likely to utilize when attempting to restore perceptions of equity. Although researchers have proposed a number of factors that may influence the method of equity restoration chosen, little has been done to systematically test these assertions (Mowday, 1991). As a result, we know little about the mechanisms that lead to the choice of one method of equity restoration over other alternative methods. This not only severely limits the utility of equity theory as an explanation of behavior in organizations, but also hinders our ability to conduct a definitive test of the validity of this theory and its predictions.

**Neglect of individual difference variables** Despite the statement by Adams (1963) that “there are probably individual differences in tolerance [for inequity] and flexibility [of reactions to inequity]” (p. 428), the role of such differences in equity theory has been largely ignored by researchers. While some research has examined the impact of variables such as moral maturity (Vecchio, 1981), and self-esteem (Brockner, 1985), this body of work is largely atheoretical and unsystematic, contributing little to our understanding of how individual differences are likely to influence the processes specified by equity theory (for an exception, see the work on equity sensitivity by Huseman, Hatfield & Miles, 1985; King & Miles, 1994; King, Miles & Day, 1993). A number of researchers (e.g., Mowday, 1991) have pointed out that this failure to incorporate individual differences into equity theory has led to an overly simplistic view of motivation, and ignored the potential such variables hold for improving the accuracy of equity theory predictions.

**Ambiguity concerning the referent other** Although Adams (1963) assigns a key role to the referent other in worker motivation, there are two problems inherent in equity theory’s treatment of this referent other. First, equity theory fails to clearly specify how individuals are likely to go about choosing a referent for evaluating their work situation, and subsequent researchers have failed to empirically examine this process (for two notable exceptions, see Goodman, 1974; Summers & DeNisi, 1990). Second, equity theory appears to implicitly assume that individuals utilize only one referent other when evaluating their exchange with the organization. As such, this theory offers no predictions as to how individuals are likely to utilize information from multiple referents. However, research by Goodman (1974) and Summers and DeNisi (1990) has demonstrated that multiple referent others are often used during this process, indicating that equity theory’s focus on a single referent other represents a restricted and potentially unrealistic perspective on the social comparison process.

**Evaluation of Equity Theory**

Although initial evaluations of equity theory were highly positive (e.g., Weick, 1966), more recent evaluations have tended to be less optimistic (e.g., Miner, 1984; Pinder, 1998) for several reasons. First, despite the relatively strong evidence for negative responses to underpayment inequity, inconsistencies in the results regarding overpayment, as well as difficulties inherent in interpretation of empirical tests of this theory, make it difficult to conclude that there is consistent research support for equity theory. Moreover, a number of researchers (e.g., Lawler, 1973) have demonstrated that the findings of equity theory can easily be accounted for by other theories of motivation, such as expectancy theory. Second, the inability of this theory to make concrete predictions about worker responses to inequity severely limits the applicability of this theory to actual organizational settings as a means of either explaining or modifying behavior (Goodman & Friedman, 1971). Finally, while equity theory provides a relatively parsimonious approach to explaining motivation, it appears that such parsimony comes at the expense of explanatory power. By focusing on inequity as the sole force behind worker behavior, this theory oversimplifies the process of motivation and presents a limited perspective on the factors that
motivate worker behavior. In line with these problems, it appears that the value of equity theory as an explanatory or predictive model of work motivation is questionable at best.

**Beyond Equity Perceptions: Recent Conceptualization of Justice in Organizations**

Although equity theory is of questionable utility as a theory of work motivation, many current researchers acknowledge that perceptions of justice act as powerful motivators of human action. Recent work on organizational justice has examined an expanded view of fairness in organizations that incorporates the concept of procedural justice.

**Procedural justice** As research on equity theory progressed throughout the 1970s, there was a growing recognition on the part of researchers that individuals assess their exchange relationship with an organization not only in terms of the fairness of outcomes received (i.e., distributive justice), but also in terms of the fairness of the procedures used to distribute those outcomes (i.e., procedural justice; Thibaut & Walker, 1975; Leventhal, 1980). While initial work in this area focused on identifying factors related to perceptions of procedural justice (e.g., Landy, Barnes & Murphy, 1978), subsequent research has focused on how procedural and distributive justice perceptions interact to determine employees’ evaluations of their exchange with the organization. Perhaps the most interesting finding from this body of research is the ‘fair process effect’ (Folger, Rosenfeld, Grove & Corkran, 1979), which refers to situations in which the typically negative reactions associated with an unfair outcome are reduced or eliminated by perceptions that fair procedures were used to distribute the outcomes. To illustrate, Greenberg (1990) found that employee theft in response to a pay cut was reduced when individuals were given an adequate explanation for the pay cut. Providing an explanation for reduced outcomes increased perceptions of procedural justice, presumably reducing the motivation to regain lost outcomes through theft. Similarly, Brockner et al. (1994) found that employees reported less negative feelings in response to being downsized when perceptions of procedural justice were high, while Skarlicki and Folger (1997) found that retaliatory behaviors (e.g., theft or sabotage) were less likely to occur in response to negative outcomes when perceptions of procedural justice were high. In general, there appears to be consistent research support for the fair process effect (Cropanzano & Folger, 1991), indicating that perceptions of procedural and distributive justice are likely to interact with one another to influence employee responses to organizational exchange processes.

Although the addition of procedural justice provides a broader perspective on the factors that influence perceptions of fairness, it is important to realize that the addition of procedural justice is not a remedy for the problems inherent in equity theory. For example, although we have evidence that the impact of distributive inequity on subsequent worker reactions is likely to be influenced by perceptions of procedural justice, we are still unable to generate clear predictions about the behaviors that will be enacted by individuals in response to injustice. Thus, despite the value added by procedural justice, we are still left with a motivational theory that does not allow us to predict employee behavior in organizational settings.

**Conclusions and Future Directions**

At present, given the numerous problems inherent in equity theory, this model appears to hold little value for the field of work motivation. However, the concept of organizational justice derived from equity theory may hold some value for future research as a model of job attitudes. More specifically, although the integration of procedural justice theories with equity (distributive justice) theory is inadequate as a means of predicting worker behaviors, this integration may be useful in the identification of work situations that are likely to lead to worker dissatisfaction (Mowday, 1991).

**Expectancy Theory**

**Overview**

Based upon the early work of Tolman (1932), the central assumption made by expectancy theory is that human behavior is the result of conscious choices made by individuals among alternative courses of action. According to this theory, such choices are made by the individuals with the goal of maximizing the pleasure and minimizing the pain that results from their choice. In his Valence–Instrumentality–Expectancy (VIE) model, Vroom (1964) argued that individuals accomplish this goal by utilizing three perceptions in the decision making process: expectancy, instrumentality, and valence. Expectancy refers to the perceived likelihood that engaging in a given act or behavior will lead to a particular set of outcomes (termed first level outcomes). Instrumentality represents perceptions of the strength and nature of the relationship between attainment of these first level outcomes and subsequent attainment of a given set of second level outcomes. Valence represents the affective orientation that individuals hold towards these second level outcomes. Positively valent outcomes are perceived as attractive or desirable by the individual, while negatively valent outcomes are perceived as undesirable. Vroom (1964) proposes that these three perceptions combine to produce a motivational ‘force’ on the
that has been conducted to test this model has been between-subjects in nature (Mitchell, 1974; Pinder, 1987). Clearly, such an approach is at odds with Vroom’s conceptualizations, and suffers from a number of serious methodological problems (e.g., failing to take into account individual differences). In addition, several studies (e.g., Kennedy, Fossum & White, 1983) have demonstrated that the results obtained using a between-subjects design (as opposed to a within-subjects design) are likely to underestimate the true predictive validity of the VIE model. In light of the prevalence of this approach in the expectancy theory literature, it appears that the vast majority of expectancy theory research holds little value for assessing the validity of this model.

**Job performance as a criterion** In its original form, expectancy theory was explicitly designed to predict three variables: an individual’s choice, intention, or level of effort. Contrary to popular belief, this model was not designed to predict job performance because, as stated by Vroom (1964), performance is likely to be influenced by many factors other than those considered by expectancy theory (e.g., ability, environmental constraints, role clarity). Despite this fact, a large number of studies have drawn conclusions about the validity of Vroom’s model based upon its ability to predict job performance. As noted by Campbell and Pritchard (1976), the use of this model to predict job performance is not only inappropriate, but also likely to underestimate the true predictive validity of this theory.

**Measurement of VIE elements** Several researchers have pointed out that many of the empirical tests of the multiplicative relationships implied by the VIE model are problematic due to the methods commonly used to assess the components of this model (Campbell & Pritchard, 1976; Pinder, 1987). For example, deLeo and Pritchard (1974) noted that the low reliabilities typically observed with commonly used measures of valence, instrumentality, and expectancy may cause researchers to underestimate the true validity of the VIE model in predicting various criteria. Similarly, Schmidt (1973) pointed out that the common practice of measuring the elements of VIE theory using interval level scales makes the formation of the model’s product terms (e.g., $E \times I$) inappropriate, since the multiplication of scales is only logically meaningful if the elements are measured on a true ratio scale (Lord & Novick, 1968). Further, Schmidt (1973) demonstrated that the use of interval level scales and transformations of those scales could substantially distort the correlation between the product terms generated by Vroom’s (1964) model and a criterion variable.

In acknowledgment of these and other methodological issues present in the expectancy theory
research literature, many researchers have concluded that these early studies hold little value in establishing the validity of the force model in predicting human behavior (Arnold, 1981; Campbell & Pritchard, 1976). As noted by Pinder (1987), ‘In spite of the numerous studies conducted since 1964 that have ostensibly sought to test versions of the theory, very little is known about this theory’s validity’ (p. 144). Unfortunately, despite these repeated admonitions by researchers concerning the methodological flaws present in many tests of expectancy theory (e.g., Arnold, 1981; Mitchell, 1974; Pinder, 1987), research testing this model of motivation continues to suffer from these same flaws, utilizing between-subjects designs (e.g., Brooks & Betz, 1990), and performance as a criterion (e.g., Harder, 1991).

In light of this lack of clear evidence concerning the validity of Vroom’s model, Van Eerde and Thierry (1996) attempted to provide some clarity by conducting a meta-analysis testing the efficacy of this model in predicting a number of criteria (performance, effort, intentions, preference, and choice). Based on the results obtained in this meta-analysis, these authors concluded that there appears to be little support for the propositions of Vroom’s (1964) VIE theory. However, approximately 75% of the effect sizes examined in this meta-analysis were obtained from studies that either utilized a between-subjects design, or utilized job performance as a criterion. Given the fact that such studies are likely to provide inaccurate estimates concerning the true predictive validity of the VIE model (Campbell & Pritchard, 1976; Kennedy et al., 1983), conclusions concerning the validity of this theory based on these results seem unwise and potentially misleading. To illustrate, an examination of the meta-analytic results obtained for studies utilizing both a within-subjects design and an appropriate criterion variable (effort, intention, or choice) indicates that the VIE model demonstrated substantial correlations with intentions ($r = .49$), and effort ($r = .57$). However, in light of the small number of effect sizes available for these analyses, it appears that, rather than providing conclusive evidence as to the validity of Vroom’s VIE model, this meta-analysis instead simply reinforces the point that we still have yet to conduct an adequate number of methodologically sound tests of this model, despite over 30 years of research on this topic.

In recent years, research interest in Vroom’s formulation of expectancy theory seems to have declined, perhaps due to the perception of researchers that many of the central questions concerning the validity of this theory have been answered (Ambrose & Kulik, 1999). Most of the recent research on this theory has moved away from direct tests of this model, focusing instead on how one or more of the individual elements of expectancy theory relate to organizational behavior (e.g., Wood, Atkins & Bright, 1999), or simply utilizing expectancy theory as a general framework (e.g., Harrison, 1995). Of the little research that has been conducted to directly test expectancy theory, the results of these studies have tended to show moderate levels of support for the predictive capabilities of this model (e.g., Snead & Harrell, 1994).

**Issues with Expectancy Theory**

Although a sizable number of theoretical criticisms have been directed towards expectancy theory, two of the more significant criticisms concern the theory’s emphasis on the ‘economic man,’ and the theory’s assumption of a multiplicative nature among its elements in determining choice.

**Emphasis on the ‘economic man’** Throughout Vroom’s (1964) original formulations, the assumption is made that individuals are fully cognizant of all alternative courses of action, as well as the outcomes associated with these actions. It is also assumed that individuals will go through an exhaustive series of computations designed to determine the optimal course of behavior that should be taken. However, it is likely that this representation of human behavior is unrealistic for three reasons (Lawler, 1973). First, due to limited cognitive resources, most individuals do not have complete knowledge of all possible courses of action or a full understanding of the outcomes that may result from those behaviors. Also, individuals may attend to only a select number of outcomes when making decisions, rather than considering all possible outcomes that may result from a given behavior (Wanous, Keon & Latack, 1983). Second, there is evidence to suggest that individuals do not always utilize the principles of optimization when choosing among behavioral alternatives (e.g., Feldman, Reitz & Hilterman, 1976). In certain situations, individuals may engage in nonoptimal information processing strategies (e.g., Bowen & Qiu, 1992; Petty & Cacioppo, 1986; Whan, 1978), and may simply choose a course of behavior that is ‘good enough’ (Simon, 1957), rather than going through a lengthy series of computations in search of the optimal choice. Finally, there is also evidence indicating that individuals do not typically attempt to evaluate all possible alternative behavioral choices in a given situation. Instead, individuals appear to search for behavioral alternatives until they either identify an alternative that is ‘good enough,’ or until the perceived benefit of searching for additional behavioral alternatives is outweighed by the costs associated with this search (Janis & Mann, 1997).

In light of these issues, researchers have questioned the accuracy of this model’s depiction of the individual as an ‘economic man.’

**Multiplicative nature of the model** Vroom’s (1964) force model presents an individual’s choice
as a multiplicative function of his or her perceptions of valence and expectancy. Inherent in this approach is the assumption that a value of zero for either of these elements results in zero motivational force on the individual to engage in a given behavior. However, research has indicated that individuals may utilize an additive, rather than multiplicative, integration of these elements in making choices among alternative behaviors (e.g., Stahl & Harrell, 1981; Harrell & Stahl, 1986). This research also suggests that a value of zero for any of the elements does not preclude the presence of motivational force. Taken together, these findings question the appropriateness of a universal multiplicative model of choice, and suggest that there may be individual differences in preferences for combining the information multiplicatively or additively (Stahl & Harrell, 1981).

**Evaluation of Expectancy Theory**

Past reviews of the work motivation literature have varied widely in their evaluations of the validity of expectancy theory, perhaps due to the difficulties inherent in evaluating a theory based on a research literature that suffers from many problems. Although several researchers have noted the relative validity of this model (Pinder, 1987), the most recent evaluation of the VIE model was much less optimistic (Van Eerde & Thierry, 1996). However, negative evaluations such as these appear to be unwarranted for several reasons. First, what little research has been done correctly appears to provide strong support for this model as predictor of intentions and effort, and marginal support for this model as a predictor of choice. Second, in contrast to the difficulties encountered in attempts to apply models such as Adams’s (1963) equity theory to actual organizational settings, a number of researchers have demonstrated that expectancy theory is well suited to the prediction and modification of behavior in actual organizational settings (Lawler, 1973; Pinder, 1987). In fact, the principles of Vroom’s (1964) model are often utilized as the basis for systems of organizational compensation (Pinder, 1987). Finally, while this model is clearly not the most parsimonious model of motivation (due to the numerous formulas and mathematical computations involved), it does provide a clear and coherent model of the processes that individuals engage in when making choices in organizational settings. Based upon these pieces of evidence, it appears that expectancy theory represents a potentially valid and useful model of work motivation.

**Conclusions and Future Directions**

Although many researchers and theorists argue that there appears to be no need for further research conducted to test the main assertions of Vroom’s model (Ambrose & Kulik, 1999), such suggestions may be premature given that the vast majority of the studies conducted to date to test this theory have been methodologically flawed. As noted in the prior discussion of Van Eerde and Thierry’s (1996) meta-analysis, over 75% of the studies conducted so far have utilized inappropriate research designs in their tests of Vroom’s model, limiting the utility of these studies in testing the validity of this theory. Thus, despite the large number of studies that have set out to assess the validity of this theory, we are still left with very few studies that actually test this theory in an appropriate manner. As such, it appears that we have yet to convincingly answer some of the basic questions concerning the accuracy of this model, suggesting that this research area would benefit greatly from additional, quality research assessing the validity of this model.

In addition, the integration of expectancy theory with other models of motivation (e.g., goal setting theory) appears to be a fruitful direction for future research. Such integrations have already been developed (e.g., Klein, 1991a) and appear to hold promise for the field of motivation. Such integrations should continue to be pursued in the hope of utilizing the knowledge gained through expectancy theory and these other theories to move towards a more unified model of work motivation.

**Cognitive Evaluation Theory**

The introduction of expectancy models of work motivation in the mid-1960s spurred a growth in the popularity of organizational systems seeking to enhance worker motivation by associating high levels of performance with valued, externally mediated outcomes (e.g., pay, promotions). While the popularity of such approaches continued to increase during the early 1970s (e.g., Lawler, 1973), a number of studies conducted during this period observed that the use of such reward systems may have detrimental effects on a worker’s intrinsic motivation, generally defined as the propensity to perform a given behavior in the absence of external rewards or reinforcement (Deci, 1971, 1972; Lepper, Greene & Nisbett, 1973). To explain this finding, Deci and colleagues (Deci, 1971, 1972; Deci & Ryan, 1985) formulated Cognitive Evaluation Theory (CET).

**Overview of CET**

According to early formulations of CET (Deci, 1972), rewards exert their influence on intrinsic motivation through their ability to satisfy or frustrate two innate, higher-order needs in individuals: the need for competence (White, 1959) and the need for self-determination (deCharms, 1968). As used here, competence refers to an individual’s capacity for effective interactions with their environment, while self-determination refers to an individual’s freedom.
to initiate their own behavioral courses of action (Deci & Ryan, 1985). Deci proposed that rewards that increase the individual’s perceptions of competence or self-determination will increase subsequent intrinsic motivation, whereas factors that lower such perceptions are likely to decrease intrinsic motivation. Although initial versions of CET focused on the specific impact of rewards on intrinsic motivation, more recent conceptualizations of this theory have broadened their focus to include an examination of other environmental factors that may influence intrinsic motivation through their impact on feelings of self-determination and competence, such as performance feedback, and recognition (Deci & Ryan, 1985). At present, this theoretical work has identified a large list of factors proposed to decrease intrinsic motivation, including performance-contingent rewards, negative feedback, threats, deadlines, directives, and competition, as well as a number of factors that are likely to enhance intrinsic motivation, including positive performance feedback, choice, and self-direction (Ryan & Deci, 2000).

Research Evidence

Initial research provided strong support for the propositions of CET concerning the proposed effects of rewards on intrinsic motivation (e.g., Deci, 1971, 1972; Lepper et al., 1973; Ross, 1975). However, subsequent research has obtained less consistent results. For example, while Harackiewicz (1979) and Harackiewicz, Manderlink and Sansone (1984) demonstrated that performance-contingent rewards may lower intrinsic motivation, Karniol and Ross (1977) found that the presence of performance-contingent rewards actually increased intrinsic motivation. Similarly, whereas Harackiewicz (1979) and Ryan, Mims and Koestner (1983) found that positive feedback was likely to increase intrinsic motivation, Dollinger and Thelen (1978) found no support for this proposition. As a result of these inconsistencies, the conclusions drawn by researchers in the field of work motivation concerning the validity of this model have varied greatly. In addition, the presence of a number of methodological problems with CET research has further complicated the evaluation of this model (Bandura, 1986; Eisenberger & Cameron, 1996). For example, the typical research paradigm utilized in CET research (see Deci, 1972) involves examining the impact of rewards on intrinsic motivation after the reward is removed, rather than examining the impact of extrinsic rewards on intrinsic motivation while the rewards are still present (Dickinson, 1989; Eisenberger & Cameron, 1996). As such, these studies are unable to truly determine if the presence of rewards decreases intrinsic motivation. In addition, many of the studies conducted to test CET have operationalized intrinsic motivation as the amount of time individuals spend engaging in the focal task during a period of free choice in which they are no longer rewarded for performing the task (e.g., Deci, 1971, 1972). Although some have argued for the superiority of this approach over other methods of measurement (e.g., Deci, Koestner & Ryan, 1999), such an operationalization is problematic because the amount of free time spent on the focal task is likely to be influenced by a number of factors other than intrinsic motivation, including satiation and the availability of attractive alternative tasks (Bandura, 1986; Eisenberger & Cameron, 1996).

Despite the presence of these inconsistencies and problems with much of the research conducted to test CET, the notion that rewards can negatively impact intrinsic motivation has become well accepted in the popular literature on organizational behavior during the last decade (e.g., Kohn, 1993). This increase in popularity, however, has been accompanied by a dramatic decline in the amount of original research conducted to test these very assertions. It appears that, rather than attempting to refine past empirical attempts to establish the validity of CET, researchers have instead focused their efforts on utilizing meta-analytic techniques as a means of either verifying or refuting the assertions of this theory (Cameron & Pierce, 1994; Deci et al., 1999; Eisenberger & Cameron, 1996; Eisenberger, Pierce & Cameron, 1999; Tang & Hall, 1995; Wiersma, 1992). Unfortunately, the conclusions drawn from these quantitative reviews appear to be no more consistent than the research literature upon which they are based. For example, while Eisenberger and Cameron (1996) found little support for CET propositions concerning the negative effects of rewards on intrinsic motivation, other reviews have concluded that there is either strong support (Deci et al., 1999), or moderate support for this model (Wiersma, 1992). Despite these apparent inconsistencies, however, a closer inspection of the results of two of the more recent meta-analyses reveals a certain level of agreement among these reviews with respect to the effects of rewards on intrinsic motivation. To illustrate, Eisenberger and Cameron (1996) found no evidence to suggest that tangible rewards had any harmful effects on self-reports of intrinsic motivation, while Deci et al. (1999) concluded that certain types of tangible rewards have a detrimental effect on intrinsic motivation. However, an examination of the results obtained by Deci et al. (1999) reveals that the effect sizes associated with this decrease in intrinsic motivation were very weak in magnitude, ranging from -.17 to -.07. Thus, despite the disparity in the conclusions drawn by these reviewers, both sets of analyses appear to indicate that tangible rewards appear to have little or no practical impact on intrinsic motivation as measured through self-report, and as such, demonstrate little support for the propositions of CET.
Issues with CET

In addition to the empirical criticism that has been directed towards CET, this model has also been the subject of a number of theoretical criticisms concerning the applicability of this theory to actual organizational settings, the ambiguity surrounding the mediating variables proposed by CET, and the frequent modifications made to this model.

Applicability of CET to the workplace

The applicability of this theory of intrinsic motivation to the workplace has been frequently questioned (e.g., Locke & Latham, 1990) for several reasons. First, as noted by Deci et al. (1999) and Ryan and Deci (2000), the propositions of CET only apply to situations where initial intrinsic interest in the task is high (i.e., the task is perceived as novel, challenging, or aesthetically valuable). Given that many of the activities required as a daily part of one’s job may not meet this criterion (i.e., parts of the job are seen as repetitive or boring), the applicability of this theory to the prediction of worker behavior is somewhat limited. Second, many of the factors proposed to decrease intrinsic motivation (Deci & Ryan, 1985) are often integral and necessary parts of the workplace, including salient performance incentives, deadlines, performance appraisals, and negative feedback (Locke & Latham, 1990). Finally, as noted by Deci and Ryan (1985), the decrease in intrinsic motivation that is proposed to result from the presence of contingent rewards is likely to be accompanied by an increase in extrinsic motivation. Given that this increase in extrinsic motivation is likely to exert a positive influence on performance, coupled with the fact that evidence for the harmful effects of rewards on intrinsic motivation is inconsistent (Eisenberger & Cameron, 1996), we are left wondering how, and if, the principles of CET should be incorporated into the workplace.

Ambiguity concerning mediating variables

Despite the long history of CET research, few studies have attempted to verify the accuracy of CET’s depiction of feelings of competence and self-determination as the key mediating variables in the relationship between rewards and intrinsic motivation. In addition, evidence presented by Eisenberger et al. (1999) suggests that the rewards posited by CET to decrease perceptions of self-determination may actually increase such perceptions. Although these findings are based on a small number of studies, they nonetheless bring into question CET’s primary assertions that rewards negatively affect intrinsic motivation by reducing feelings of self-determination.

Frequent model modifications

Since the inception of this model, proponents of CET have argued that the occasional failure to find support for the propositions of this theory does not render the theory invalid, but instead simply points to additional contextual factors that moderate the impact of rewards on intrinsic motivation. As such, these researchers often use such findings as support for new conceptualizations of the CET model that take into account these additional contextual factors. Although the continuous modification of CET to account for such seemingly contradictory findings may be beneficial from a theory-building perspective, such modification has also made it extremely difficult to conduct a definitive test of CET as a model of motivation, given that virtually any obtained results can be cited as support for CET.

Conclusions and Future Directions

Although the research evidence gathered to date does not appear to support CET propositions concerning work motivation, the theory may still be able to contribute to the future of work motivation through its theoretical and empirical work on the concept of intrinsic motivation. However, such a contribution is contingent upon the ability of future research to correct the methodological issues present in previous research, and construct a stronger theoretical statement of the propositions of CET. In addition, it would appear that progress in determining the validity of this model and resolving the conflicting conclusions surrounding this theory might best be achieved through collaboration between the two dominant groups of researchers in this area (Deci et al., 1999; Eisenberger et al., 1999). Rather than focusing on the development of replies, rebuttals, and reanalyses, perhaps researchers in this area should follow the model set forth by Latham, Erez and Locke (1988) which illustrates how the use of collaboration can serve to resolve research conflicts with the field of work motivation.

In conclusion, while the concept of intrinsic motivation is intuitively appealing to many, researchers in this area need to find more appropriate ways to study and measure this phenomenon before CET can significantly contribute to the field of work motivation.

Goal-Setting Theory

The notion that goals or intentions represent one of the primary initiators and regulators of behavior has a long history in the field of work motivation (Austin & Vancouver, 1996). Starting with early work of Ach (1935, as cited in Locke and Latham, 1990) on ‘determining tendencies’, and continuing with Lewin’s work on level of aspirations (Lewin, 1961; Lewin Dembo, Festinger & Sears, 1944) and Ryan’s (1958, 1970) work on intentions, goals have played a central role in many theories of human motivation. One of the more popular goal-based theories of motivation is Goal Setting Theory (Locke, 1968; Locke & Latham, 1990).
Overview

In contrast to other goal-based theories of motivation that attempt to predict a wide variety of behaviors (e.g., Campbell, Dunnette, Lawler & Weick, 1970), Goal-Setting Theory (GST; Locke, 1968; Locke & Latham, 1990) takes a much narrower approach, focusing on the impact of performance goals on task performance. Based upon the early findings of Locke (1966, 1967, 1968), the central proposition of GST states that the performance goals that people hold for a particular task are likely to determine how well they perform the task. More specifically, GST argues that differences in the content of performance goals (i.e., goal difficulty and specificity) held by individuals are related to differences in task performance such that specific, difficult goals result in higher levels of performance than vague, easy, or do-your-best goals (Locke & Latham, 1990). According to GST, specific, difficult goals enhance performance because such goals clearly define acceptable levels of performance, increase the amount of effort an individual exerts, increase task persistence, lead to more extensive strategy development and planning, and orient individuals towards goal-related knowledge and activities (Locke & Latham, 1990).

Although GST argues that the positive effect of specific, difficult goals on performance is likely to generalize across tasks and individuals, this theory also acknowledges that there are several variables that are likely to moderate the impact of such goals on performance. More specifically, GST proposes that the following conditions must be satisfied in order for goals to enhance performance: individuals must accept and be committed to the goal, performance relevant feedback must be present, and individuals must also have the requisite levels of task-relevant ability. According to GST, the absence of any of these three factors is likely to preclude or substantially reduce the positive impact of goals on task performance (Locke & Latham, 1990).

In addition to these assertions, more recent conceptualizations of GST (e.g., Locke & Latham, 1990) have extended the scope of this theory to include propositions concerning the factors that are likely to influence an individual’s goal choice. Locke and Latham (1990) suggest that the level of an individual’s performance goal is likely to be positively related to their ability, past performance levels, and the individual’s self-efficacy (Bandura, 1977).

Research Evidence

Locke and Latham’s (1990) extensive review of the research literature examining the goal-setting model of task performance clearly indicates that specific, difficult goals lead to higher levels of performance than vague, easy, or do-your-best goals across a wide variety of settings and task types. In addition, meta-analytic reviews by Tubbs (1986), Wood, Mento and Locke (1987), and Mento, Steel and Karren (1987) have all found that on average, individuals assigned specific, difficult performance goals substantially outperform individuals given easy goals, do-your-best goals, or no goals. Taken together, these findings provide strong support for the impact of specific, difficult goals, and have led to the general conclusion among researchers that this effect represents one of the more robust findings within the field of work motivation (Kanfer, 1990; Locke & Latham, 1990; Pinder, 1998).

In addition to the research supporting GST’s main propositions concerning goal specificity/difficulty, a substantial number of studies have also confirmed Locke and Latham’s (1990) propositions concerning the mechanisms by which goals impact performance. Research in this area has clearly demonstrated that specific difficult goals lead to higher levels of effort (e.g., Bandura & Cervone, 1983; Bryan & Locke, 1967), lead to greater task persistence (e.g., Bavelas & Lee, 1978; Hall, Weinberg & Jackson, 1987), direct individuals towards goal-relevant activities and knowledge (e.g., Locke & Bryan, 1969; Terborg, 1976), lead to the development of task strategies (e.g., Latham & Saari, 1982; Klein, Whitener & Ilgen, 1990), and stimulate planning on the part of the individual (e.g., Earley, Wojnaroski & Prest, 1987; Smith, Locke & Barry, 1990).

Moderators of the goal–performance relationship

As noted previously, GST proposes that several factors may limit the impact of goals on performance, including the individual’s ability level, performance feedback, and goal commitment. Research has demonstrated that the impact of goals on performance is likely to be limited by the individual’s task-relevant ability, such that the relationship between goals and performance is likely to become weaker or disappear as performance goals move beyond the individual’s task capabilities (e.g., Kanfer & Ackerman, 1989; Locke, Frederick, Buckner & Bobko, 1984). A number of studies have also observed that task-relevant feedback moderates the relationship between goals and performance such that goals are likely to have little or no impact on performance when feedback is not present (e.g., Erez, 1977; Frost & Mahoney, 1976). In contrast to the evidence for these two moderators, the empirical support for the moderating effects of goal commitment has been much less consistent. A meta-analytic review of this moderating effect by Donovan and Radosevich (1998) indicated that, across studies, the average magnitude of this effect was weak and that there was considerable variability in the support obtained in these studies for the moderating role of goal commitment. As such, the existence or impact of the moderating role of goal commitment remains unclear at the present time. In addition to these three moderators, several studies (e.g., Earley, Connolly & Ekegren, 1989; Gist,
Criticisms of GST research In contrast to the numerous problems encountered in the research literature for equity theory, cognitive evaluation theory, and expectancy theory, research conducted to test GST has suffered from relatively few methodological problems (Pinder, 1998). Although early GST research was often criticized for its focus on the effects of assigned, rather than self-set, goals, and its reliance upon relatively simple tasks in demonstrating the impact of goals, more recent research has begun to answer such criticisms (Ambrose & Kulik, 1999) through its examination of the determinants and impact of self-set goals (e.g., Phillips & Gully, 1997; Williams et al., 2000), and through its utilization of more complex tasks (e.g., Gilliland & Landis, 1992; Kanfer, Ackerman, Murtha, Dugdale & Nelson, 1994). One issue that remains problematic in this research literature, however, is the widely divergent operationalizations of goal difficulty utilized by researchers. Although Locke and colleagues (e.g., Locke, 1991a; Locke & Latham, 1990) have offered several suggestions, no clear consensus exists as to how goal difficulty should be operationalized. Given the centrality of this construct to GST research, and that the various operationalizations are likely to result in substantially divergent results (Wright, 1990), one must be cautious when evaluating the impact of ‘difficult’ goals on performance across studies utilizing distinct operationalizations of goal difficulty.

Determinants of self-set goals A review of the goal-setting literature also provides clear support for GST propositions concerning the factors that determine goal choice. Numerous studies have observed that an individual’s goal choice is likely to be influenced by past performance levels (e.g., Locke et al., 1984; Williams, Donovan & Dodge, 2000), ability (e.g., Campion & Lord, 1982; Vance & Colella, 1990), and self-efficacy (e.g., Bandura & Cervone, 1986; Locke et al., 1984). In addition, recent empirical work has uncovered several other factors that are likely to influence an individual’s goal choice, including: goal orientation (e.g., Phillips & Gully, 1997; Vande Walle, Brown, Cron & Slocum, 1999), conscientiousness (e.g., Barrick, Mount & Strauss, 1993; Gellatly, 1996), need for achievement (e.g., Phillips & Gully, 1997; Hollenbeck, Williams & Klein, 1989), goal instrumentality (e.g., Mento, Locke & Klein, 1992), and mood (e.g., Brown, Cron & Slocum, 1997; Hom & Arbuckle, 1988).

Issues with GST Although GST has generally been well accepted by the field of work motivation, two concerns have been raised about this theory as a model of work motivation: GST’s focus on task performance, and GST’s static approach to motivation.

Focus on task performance Although Locke and Latham (1990) argue that GST’s limited focus on task performance is actually an asset of the theory, a number of other researchers have criticized this model for its inability to predict or explain worker behaviors other than task performance (e.g., Austin & Bobko, 1985). In addition, GST has also received criticism for its failure to incorporate goals other than quantity performance goals. As noted by Austin and Bobko (1985), GST has generally neglected to address issues such as the impact of conflicting quality and quantity goals on performance, and the impact of multiple task goals on performance (for an exception see Locke, Smith, Erez, Chah & Schaffer, 1994), thus providing only a limited perspective on how goals may operate in organizational settings.

Static view of motivation GST has also been criticized for its emphasis on the motivational processes that occur within a single performance episode, rather than the motivational processes that occur over the course of multiple performance episodes. That is, much of GST focuses on the impact of performance goals on immediate task performance with little regard for how such goals are likely to be maintained or revised in response to goal-relevant performance feedback. Given that most instances of goal setting in the workplace are likely to involve multiple instances of goal setting and subsequent goal revision, it has been argued that GST’s focus on a single performance episode provides an incomplete and moderately unrealistic perspective on worker motivation (Campion & Lord, 1982).

Conclusions and Future Directions As present, GST is one of the more popular and well-accepted theories of work motivation (Pinder, 1998). Proponents of this model have pointed out that, in addition to the considerable research support that exists for this model, GST represents a parsimonious yet accurate depiction of the impact of performance goals on task performance that is directly applicable to organizational settings (Frayne & Latham, 1987; Latham & Yukl, 1975; Locke & Latham, 1990; Rodgers & Hunter, 1991). However, for GST to continue to contribute to the field of work motivation, future work on this model should seek to expand the relatively limited focus of this theory. For example, studies should explore the effectiveness of performance goals in more complex environments (e.g., environments with...
multiple goals or conflicting goals) to provide a more realistic model of task performance as it is likely to occur in organizational settings. Additionally, given the increased importance of self-set goals in organizations, future research should expand its search for factors that are likely to influence goal choice. Finally, future GST research should focus on an exploration of the process by which individuals revise their performance goals in response to performance feedback (i.e., the process of goal revision). Although recent research has begun to examine the processes involved in goal revision (e.g., Phillips, Hollenbeck & Ilgen, 1996; Williams et al., 2000), further study of this process is clearly warranted.

Control Theory

Although the popularity of Goal-Setting Theory (GST) increased rapidly during the decade following its introduction, early formulations of GST were criticized for their failure to address issues such as the origin of self-set or personal goals, the processes by which individual utilize goals over time (i.e., dynamic self-regulation), and how individuals are likely to react to multiple goals in complex performance environments (Campion & Lord, 1982). In an attempt to address these issues and develop a more complete motivational framework, researchers turned to the principles of cybernetic control systems (Miller, Galanter & Pribrum, 1960; Powers, 1973; Wiener, 1948), developing what is commonly referred to as Control Theory (Carver & Scheier, 1981; Campion & Lord, 1982).

Overview

Although theoretical and empirical work in the field of motivation often refers to Control Theory (CT) as if it were a single, unified model of motivation, CT actually represents a broad category of models that includes two distinct forms of CT: early cybernetic CT models (e.g., Miller et al., 1960; Powers, 1973, 1978), and subsequent rational CT models (e.g., Campion & Lord, 1982; Kernan & Lord, 1990; Klein, 1989). Although both approaches focus on how individuals gather and evaluate environmental feedback to regulate behavior, there are a number of critical differences between these two models.

Cybernetic control theory models

According to Cybernetic Control Theory (CCT) models, individuals monitor their behavioral outputs through an environmental sensor that allows them to make comparisons between their current behavior and their behavioral referent (i.e., their goal or standard). If this comparison does not detect any goal–behavior discrepancies, the individual simply maintains their current behavior(s). However, the detection of any goal–behavior discrepancy creates a self-correcting motivational tendency that leads the individual to engage in either cognitive (e.g., altering the referent) or behavioral measures (e.g., increasing effort) designed to reduce this discrepancy. Following this, a subsequent goal–behavior comparison is performed to determine if additional corrective actions are needed to bring behavior in line with the individual’s referent or goal. In line with terminology of cybernetic control systems, this continuous monitoring/adjustment process is referred to as a negative feedback loop. According to CCT models, these negative feedback loops are arranged in complex hierarchies that span from higher-order or superordinate goals (e.g., self-actualization) to lower level or subordinate goals (e.g., specific task behaviors). These hierarchies operate such that superordinate goals dictate the referent levels utilized for subordinate goals, while subordinate goal–behavior discrepancy information provides input to the negative feedback loops regulating superordinate goals (Powers, 1973). It is important to note that these cybernetic perspectives argue that individuals seek to avoid all goal–behavior discrepancies (both positive and negative). That is, behaviors that surpass one’s goal (positive goal–behavior discrepancies) are just as troubling to individuals as behaviors that fail to reach their desired referent or standard (negative goal–behavior discrepancy; Miller et al., 1960; Powers, 1973, 1978). As such, these positive goal–behavior discrepancies initiate the same cognitive/behavioral discrepancy reduction mechanisms invoked by negative discrepancies.

Rational control theory models

While early CCT models provided a useful heuristic framework for understanding how goals and feedback are utilized in self-regulatory processes, a growing number of researchers began to recognize that human motivation cannot be adequately modeled using a mechanical systems approach (e.g., Campion & Lord, 1982; Lord & Hanges, 1987). As such, subsequent conceptualizations of CT moved towards a more rational (and less mechanistic) formulation of CT. While these Rational Control Theory (RCT) formulations continued to utilize the concept of a feedback loop as the primary framework for understanding motivation, these models (e.g., Campion & Lord, 1982; Klein, 1989; Lord & Hanges, 1987) made a number of substantial modifications to the original CCT framework. Although a complete discussion of these modifications is beyond the scope of this chapter (for such a review see Klein, 1989), four of the more significant modifications merit brief discussion. First, RCT models have recognized that the presence of a goal–behavior discrepancy does not automatically trigger the self-correcting process implied by CCT models, arguing that individuals are likely to be tolerant of small goal–behavior discrepancies (Campion & Lord, 1982). Additionally, recent RCT models have argued that
in order for goal–behavior discrepancies to trigger either behavioral or cognitive reactions, individuals must be aware of the discrepancy (i.e., focus their attention inward; Carver & Scheier, 1981, 1998), and the goal must be seen as important to the individual (Klein, 1989). Second, in contrast to CCT’s focus on discrepancy reduction as the primary process underlying motivation, RCT models recognize that individuals are also likely to engage in discrepancy production behaviors (e.g., setting goals above past performance levels) when setting initial goals for a given behavior or following goal attainment (Campion & Lord, 1982). Third, while early CCT models proposed that goal choice was dictated by superordinate goals, these models offered no clear predictions as to the origin of these superordinate goals. More recent RCT models have avoided this issue by arguing that goal choice is primarily a function of the individual’s past performance levels and perceptions of ability (Campion & Lord, 1982; Klein, 1989). Finally, while initial CCT models did not clearly specify the factors that are likely to influence an individual’s choice among cognitive and behavioral mechanisms of discrepancy reduction, recent conceptualizations of RCT have identified a number of such factors, including the magnitude of the discrepancy, the individual’s expectancy for future success in reducing this discrepancy, and the individual’s past success or failure in reducing such discrepancies. According to RCT, individuals are likely to engage in cognitive discrepancy reduction measures when they experience very large goal–behavior discrepancies, have low expectancies for future success, and experience repeated failures in attempting to reduce goal–behavior discrepancies (Campion & Lord, 1982; Kernan & Lord, 1990).

In light of these modifications, it is clear that although both RCT and CCT models utilize the concept of feedback loops, there are relatively few additional similarities between these two classes of models. In light of the numerous problems that have been identified with CCT approaches to motivation (Bandura, 1986; Klein, 1989; Locke, 1991b; Locke & Latham, 1990), the remainder of this section will focus on the more recent RCT models.

Research Evidence
Although RCT models of motivation have been in existence for quite some time, there has been remarkably little research conducted to test these theories as a means of explaining and predicting worker behavior (Bandura, 1991; Locke, 1991b). In fact, it appears that the majority of the work on RCT has been theoretical (rather than empirical) in nature as evidenced by the large number of theoretical publications on the tenets of various RCT models (e.g., Klein, 1989; Lord & Hanges, 1987; Lord & Kernan, 1989). However, there is a small body of research that provides tentative evidence of the validity of this model of motivation. Several studies have demonstrated that large goal–behavior discrepancies are associated with higher levels of effort (e.g., Campion & Lord, 1982; Matsui, Okada & Inoshita, 1983), and that in order for goal–behavior discrepancies to activate self-regulatory mechanisms, individuals must be actively focusing their attention inward toward their goals or standards (e.g., Carver, Blaney & Scheier, 1979; Kernis, Zuckerman, Cohen & Spadafora, 1982) and the goals must be seen as important (e.g., Hollenbeck & Williams, 1987; Kernan & Lord, 1990). Research has also shown that individuals are likely to be tolerant of small goal–behavior discrepancies (e.g., Williams et al., 2000) and that individuals may raise their goals or standards following goal attainment (e.g., Phillips et al., 1996) and lower their goals following repeated failures (e.g., Campion & Lord, 1982). Finally, although far from conclusive, there is research that suggests that expectancies for future success at reducing goal–behavior discrepancies are likely to impact an individual’s choice among cognitive and behavioral means of discrepancy reduction (e.g., Williams et al., 2000; Carver et al., 1979). In addition, although not specifically conducted to test RCT predictions, many of the research findings from the literature on Goal-Setting Theory, as well as Social Cognitive Theory (Bandura, 1986), are consistent with CT’s propositions concerning the determinants of goal choice (Locke & Latham, 1990), the interdependent effects of feedback and goals on self-regulation (e.g., Erez, 1977), and the impact of large goal–behavior discrepancies on subsequent behavior (e.g., Bandura & Cervone, 1986; Cervone, Jiwani & Wood, 1991).

Although this body of literature provides some initial support for RCT predictions, it is important to realize that virtually no research has been conducted to test the more complex and large-scale assertions of RCT concerning the dynamic operation of multiple, complex goal hierarchies as regulators of behavior (Vancouver & Putka, 2000). Instead, the empirical research conducted to test RCT has focused on testing specific components of this model (Locke, 1991b). As such, it remains unclear whether RCT’s perspective on such motivational processes represents a valid and coherent explanation of these processes.

Issues with Control Theory
While numerous criticisms have been leveled against CT models of motivation (e.g., Bandura, 1986; Locke, 1991b), many of these criticisms appear to be largely directed at initial cybernetic versions of control theory, rather than at more recent RCT models (Klein, 1991b). Given the substantial differences between current RCT models and these early cybernetic models, such criticisms hold little value for evaluating the validity of RCT. However, in addition to these criticisms directed at early CCT models, researchers have also directed a number of...
criticisms at more recent RCT models, including RCT’s unclear model specification, and RCT’s poor ‘testability.’

**Unclear model specification** Despite nearly two decades of theoretical and empirical work on RCT models of motivation, several aspects of RCT’s explanation of behavior remain unclear, hindering the ability of this theory to explain or predict motivated behavior. For example, although the concept of goal hierarchies is central to current RCT models, relatively little theoretical work has been done to clearly delineate the specific processes that operate within these goal hierarchies (e.g., how attention is redirected among specific levels of the hierarchy). Further, while one of the stated advantages of RCT is its ability to address the presence of multiple, simultaneous goals, theoretical formulations of RCT offer only vague propositions as to how individuals are likely to manage such goals and their associated hierarchies (for an exception, see Kernan & Lord, 1990; Vancouver & Putka, 2000). Finally, recent RCT models of motivation are not all entirely consistent with one another with respect to their predictions of worker behaviors (e.g., reactions to goal–behavior discrepancies; see Klein, 1989, for a review of these differences). In light of these ambiguities and inconsistencies, a number of researchers have concluded that control theory is too diverse in meaning, as well as inconsistent in content to serve as an appropriate framework for understanding work motivation (e.g., Locke, 1994; Vancouver, 1996).

**Poor ‘testability’** Following directly from criticisms concerning RCT’s problems with model specification, a number of researchers (e.g., Bandura, 1991) have characterized the RCT framework as inherently ‘untestable.’ That is, due to the ambiguities present in several of the model’s components, as well as the inherent complexity that would be involved in testing this model’s propositions concerning the dynamic processes underlying self-regulation, it is extremely difficult to conduct a definitive test of this framework. As such, research testing RCT appears to be relegated to an examination of one or more of the specific components in isolation, and therefore is unable to provide strong evidence of the validity or accuracy of many of this framework’s assertions (e.g., how attention shifts up and down levels of a single goal hierarchy and across multiple goal hierarchies).

**Evaluation of Control Theory**

In light of the relatively sparse research literature conducted to test RCT, as well as the criticisms of this model, several proponents of CT have acknowledged that, in its current state, CT is not truly a fully developed theoretical model, but rather a heuristic framework of work motivation (e.g., Lord & Hanges, 1987: 163). Nonetheless, this heuristic framework represents a relatively parsimonious and flexible description of how individuals are likely to utilize goals or standards to regulate their behavior over time. In addition, RCT clearly extends the limited scope of GS Theory to produce a more realistic and potentially useful motivational framework. As such, this model holds great applied and theoretical potential for the future of work motivation, assuming that future work on RCT can move towards the development of a more complete specification of motivational processes.

**Conclusions and Future Directions**

Although proponents of other theories of motivation (particularly GST and SCT) have often been extremely critical of CT as a model of motivation (e.g., Locke, 1991b), it is important to realize that the differences between these theories and the most recent versions of CT (i.e., the noncybernetic approaches) are actually very minor. Clearly these approaches are compatible, and should not be viewed as opposing (and contradictory) explanations for motivation. As such, the most fruitful direction for future research on CT appears to be a move toward unification with other goal-based theories. Klein’s (1989) integrated CT model of motivation represents an admirable first step in this process, and future research should continue this process in the hope of developing a more fully specified theory of work motivation.

**Social Cognitive Theory**

Bandura’s original theoretical formulations on the concept of human motivation (e.g., Bandura, 1977) were largely derived from a dissatisfaction with the principles of strict behaviorism. In contrast to these principles, Bandura’s Social Learning Theory (Bandura, 1977) emphasized the role of human cognitions and environmental influences in governing the processes involved in motivation. While the most recent version of Social Learning Theory has maintained this emphasis on cognitive and environmental influences on motivation, this approach has also taken a more explicitly goal-based approach to motivation, arguing that the goal’s held by individuals are one of the primary determinants of motivated behavior. Bandura has termed this approach Social Cognitive Theory (SCT; Bandura, 1986, 1997).

**Overview**

According to SCT (Bandura, 1986), the self-regulation of behavior entails four interrelated processes: goal establishment, self-observation, self-evaluation, and self-reaction. Goal establishment is the process by which individuals set goals or standards that represent desired behavioral states. These goals are a function of the individual’s past behavior and self-efficacy, defined...
as the ‘self-belief in one’s capabilities to exercise control over events to accomplish desired goals’ (Wood & Bandura, 1989: 364). According to SCT, the goals held by individuals are arranged in complex hierarchies consisting of proximal (short-term) and distal (long-term) goals. However, in contrast to Control Theory propositions, SCT states that proximal goals are not simply subordinate goals whose sole purpose is to serve as a means of obtaining superordinate goals. Rather, proximal goals act as a source of self-satisfaction, increasing feelings of personal mastery and self-efficacy and helping to sustain interest in the task while also facilitating progress towards distal goal attainment.

Following goal establishment, individuals engage in a period of self-observation where they monitor their behavior or performance with respect to a given task. Although this process is common, Bandura (1986) argues that individuals do not automatically engage in self-observation for all behaviors, but rather they focus on behaviors that are perceived as being important and/or related to the attainment of valued internal goals. After a period of self-observation, individuals engage in self-evaluation by utilizing the information gathered during self-monitoring to make comparisons between their current behavior and their behavioral goals. The results of this comparison lead to affective and cognitive self-reactions such that performance that meets or exceeds one’s goal (i.e., a positive goal–behavior discrepancy) leads to satisfaction and an increase in self-efficacy, while performance below one’s goal (i.e., a negative goal–behavior discrepancy) leads to dissatisfaction and a decrease in self-efficacy. Following a negative discrepancy, the dissatisfaction experienced by the individual exerts a motivational force to engage in cognitive and/or behavioral measures designed to reduce the magnitude of this discrepancy (i.e., discrepancy reduction processes). This may entail increasing effort, changing task strategies, lowering one’s goal, or abandoning the activity if the goal–behavior discrepancy is sufficiently large (Bandura, 1986, 1989). According to SCT, the choice among these alternatives is likely to be influenced by the individual’s self-efficacy and his or her beliefs concerning the causes of their performance (i.e., causal attributions). Following a positive discrepancy, individuals are proposed to set higher standards for themselves (i.e., discrepancy production processes), although Bandura (1986) acknowledges that this tendency is likely to depend on the individual’s self-efficacy beliefs, his or her ability level, and the perceived importance of the behavior. It is important to note that these discrepancy production and reduction tendencies are not automatic; individuals may respond differently to discrepancy feedback due to dispositional, affective, cognitive, and contextual factors which influence perceptions of goal–performance discrepancies (Bandura, 1986, 1989).

Taken together, these two mechanisms – discrepancy production and discrepancy reduction – are thought to regulate performance such that effective self-regulation is generally characterized by alternating cycles of discrepancy production and discrepancy reduction; individuals set challenging goals for themselves creating a goal–behavior discrepancy, work towards reducing this discrepancy, and following discrepancy reduction, set new challenging goals for themselves (Bandura, 1986).

Research Evidence

Much of the research conducted to test the validity of SCT has focused on two areas: the impact of self-efficacy on goal establishment and subsequent performance, and the impact of goal–behavior discrepancies on subsequent motivational processes.

Impact of self-efficacy

The construct of self-efficacy has received perhaps the most attention out of all of the components of SCT. Numerous studies have demonstrated the positive impact of self-efficacy perceptions on goal establishment processes (for a review see Locke & Latham, 1990), as well as performance on both simple and complex tasks (Stajkovic & Luthans, 1998). Further, self-efficacy has also been associated with increases in strategy development (e.g., Bandura & Wood, 1989), and planning activities (e.g., Earley, Connolly & Lee, 1989). In addition, the importance of the self-efficacy construct has also been demonstrated in a number of studies conducted in organizational settings (e.g., Harrison, Rainer, Hochwarter & Thompson, 1997; Martocchio, 1994; Morin & Latham, 2000), providing evidence of the applicability of this construct to issues of work motivation. Taken as a whole, this body of work provides clear support of the role of self-efficacy in the self-regulatory processes specified by SCT.

Impact of goal–behavior discrepancies

Research has also demonstrated the motivational impact of goal–behavior discrepancies on subsequent affective, cognitive, and behavioral reactions. A number of empirical studies have observed that negative discrepancies are associated with decreases in self-efficacy (e.g., Thomas & Mathieu, 1994), and increases in self-dissatisfaction (e.g., Bandura & Cervone, 1983; Roney & Sorrentino, 1995). Such discrepancies have also been shown to be related to behaviors focused on discrepancy reduction, including increases in effort (e.g., Bandura & Cervone, 1983, 1986), and subsequent downward goal revision (e.g., Donovan, 1998; Williams et al., 2000). Similarly, positive discrepancies have been found to be associated with discrepancy production tendencies including upward goal revision (e.g., Lewin et al., 1944; Phillips et al., 1996; Williams et al., 2000) and subsequent increases in self-efficacy (e.g., Mathieu & Button, 1992;
Further, although not conducted from a SCT perspective, the findings from several studies testing Control Theory predictions are consistent with SCT predictions concerning reactions to negative goal–behavior discrepancies (e.g., Campion & Lord, 1982; Kernan & Lord, 1990).

Several studies have also supported Bandura’s (1986, 1989) propositions concerning potential variability in individual reactions to goal–behavior discrepancies based upon cognitive, dispositional, contextual, and affective factors. Recent research has indicated that an individual’s cognitive and behavioral reactions to goal–behavior discrepancies are likely to be moderated by a number of factors, including both stability and controllability causal attributions (e.g., Mone & Baker, 1992; Thomas & Mathieu, 1994; Williams et al., 2000), time deadlines (e.g., Donovan, 1998; Williams et al., 2000), an individual’s goal orientation (e.g., Donovan, 1998) and need for achievement (e.g., Phillips et al., 1996), and goal-related affect (e.g., Brown et al., 1997). Taken together with the findings presented above, this body of empirical work lends strong support to SCT assertions regarding the effects of goal–behavior discrepancies on subsequent self-regulatory processes.

In addition to the work conducted on self-efficacy and goal–behavior discrepancies, there is also some evidence to support SCT’s assertion that proximal goals serve a self-satisfying function and lead to increases in feelings of efficacy and task interest when utilized as a means of facilitating attainment of long-term or distal goals (e.g., Bandura & Schunk, 1981; Bandura & Simon, 1977). However, relatively little work has been conducted to further explore SCT’s notion of goal hierarchies, and as such, these findings must be interpreted as only initial support for such propositions.

**Issues with Social Cognitive Theory**

In contrast to the previously discussed theories of work motivation, SCT has received relatively few criticisms as a theory of work motivation. However, one specific aspect of this theory has received a considerable amount of critical attention: SCT’s assumptions about the prevalence of discrepancy production.

**Prevalence of discrepancy production**

SCT proposes that individuals attaining a goal will generally set a more challenging goal for themselves for future performance episodes (e.g., Bandura, 1989: 38). However, a number of researchers have argued that this process of discrepancy production is a relatively rare occurrence. For example, Klein (1991b) argues that, ‘The continuous creation of discrepancies is also at variance with the way people usually act … people frequently say ‘good enough’ and focus their attention on other concerns’ (p. 35). Similar concerns have been voiced by a number of other control theorists, including Powers (1978) and Carver and Scheier (1981), who argue that discrepancy production is likely to be the exception in human self-regulation, rather than the rule. Although a recent laboratory study by Phillips et al. (1996) found some evidence to refute such claims, control theorists have argued that since this study utilized college students performing relatively simple verbal and mathematical tasks, it is unclear whether the results found in this study are likely to generalize to an organizational settings using actual workers in substantially more complex environments.

**Evaluation of Social Cognitive Theory**

In light of the generally supportive research evidence obtained from tests of SCT, it appears that this model provides a useful framework for understanding the processes underlying self-regulation, as well as identifying factors that are likely to influence such processes (e.g., self-efficacy beliefs, causal attributions). Although Control Theory models also offer a useful framework for examining self-regulation, SCT more clearly articulates the specific factors that are likely to be involved in the utilization of feedback to regulate behavior. In addition to its value as a theoretical framework, the propositions of SCT are also clearly and directly related to important motivational issues in the workplace, given the increased use of dynamic, self-determined goals in interventions utilized in organizational settings (Parker, 2000). Finally, although SCT presents a relatively complex model of motivation that contains several processes and boundary conditions affecting self-regulation, this model nonetheless represents a relatively straightforward and comprehensive means of explaining these processes. However, it is still important to realize that there has yet to be any grand-scale test of SCT propositions concerning self-regulation over a substantial period of time in actual organizational settings. As such, it is unclear whether the support found for this model in a laboratory setting will generalize to the more complex environment that is characteristic of many organizations.

**Conclusions and Future Directions**

Despite the assertions of several researchers to the contrary (e.g., Locke, 1991b), an SCT approach to work motivation is clearly compatible with (and highly similar to) Rational Control Theory models of motivation (e.g., Campion & Lord, 1982; Kernan & Lord, 1990). Although some differences between these approaches do exist (cf. Williams et al., 2000), both models are in agreement that self-regulation involves goal establishment, monitoring of performance, evaluation of performance relative to the goal, and subsequent cognitive and/or behavioral reactions. Given such a high degree of similarity, both Control Theory and SCT would benefit
from an integration of their various components to form a more comprehensive and accurate model of self-regulation, especially given that the current debates centered around the superiority of one theory over another (e.g., Locke, 1991b) have accomplished little in terms of furthering our understanding of the processes underlying self-regulation.

In addition to this move towards an integrative framework, recent research also points to the value of future research designed to examine distinct components or facets of self-efficacy as predicting motivational processes. For example, Wood, Atkins and Taberner (2000) suggest that the separate examination of two facets of self-efficacy (i.e., search efficacy, processing efficacy) may enhance our understanding of the effects of self-efficacy on self-regulatory processes such as task strategy search and development. Similarly, Parker (2000) suggests that a role-breadth facet of the broad self-efficacy construct (role-breadth self-efficacy) may hold value for organizational interventions designed at facilitating self-management among employees. Although such research is clearly in its initial stages, this direction appears to hold some promise for future research on SCT.

SUMMARY AND RECOMMENDATIONS FOR FUTURE RESEARCH

Looking back across the various theoretical models reviewed in this chapter, one can observe that although early theoretical models of motivation were quite diverse in their propositions concerning the determinants of motivated behavior, more recent models have demonstrated a greater degree of consistency. More specifically, these recent theories all share a common emphasis on the importance of goals in self-regulatory processes; Goal-Setting Theory, Control Theory, and Social Cognitive Theory all agree that goals represent one of the primary determinants of motivated behavior. Given the strong support for the propositions of these theories concerning the impact of goals on behavior as well as the mechanisms by which feedback and goals are utilized to regulate behavior, this goal-based approach appears to hold considerable promise for the advancement of the field of work motivation. However, in order to fully realize the potential of these models, several theoretical and methodological recommendations should be incorporated into future research efforts.

Theoretical Recommendations

Although several directions for future research have been suggested in previous sections of this chapter, three particular recommendations merit additional discussion: model integration, increased examination of dispositional influences on motivation, and increased attention to variable interactions.

Model integration

Given the high degree of similarity among Goal-Setting Theory, Control Theory, and Social Cognitive Theory, one important recommendation for future efforts is that, rather than debating the merits of each approach and formulating criticisms of opposing models, future work should move towards the development and validation of an integrated, goal-based model of self-regulation that incorporates the important components of these various theories. Although Klein’s (1989) integrative Control Theory model represents an important initial effort at developing such a model, we have yet to see a substantial amount of research activity directed at testing the assertions of this model. In addition, very few attempts have been made to theoretically clarify some of the more ambiguous components of this model, including the situational characteristics and individual difference variables that are likely to influence the process of self-regulation. As such, rather than representing a complete theoretical framework, this model represents a valuable initial foundation upon which future integrative efforts should be built. Although the development of this integrative framework should be largely based upon the well-supported theoretical propositions of the self-regulation models, several key components from other models of motivation discussed within this chapter may also benefit the development of such a model. For example, several of the components of expectancy theory appear to play important roles in goal-related processes such as goal establishment (Klein, 1991a), goal commitment (Hollenbeck & Klein, 1987), and reactions to goal–behavior discrepancies (e.g., Kernan & Lord, 1990). Similarly, although Equity Theory’s propositions concerning the impact of inequity on subsequent behavior have received inconsistent support, it is clear that perceptions of fairness may exert a strong influence on the goal pursuit processes that individuals engage in following goal establishment (e.g., how much effort individuals are willing to exert towards goal attainment). In light of these potential contributions, efforts at future model development should recognize that a movement towards a goal-based integrative model would clearly benefit from an incorporation of a number of components derived from other theoretical perspectives.

Increased examination of dispositional influences on motivation

Although past research in the field of human motivation has demonstrated the potential role of stable dispositional traits in various motivational and cognitive processes, very few modern theories of work motivation have attempted to fully integrate the findings from this body of research into their theoretical formulations (Austin & Klein,
1996; Kanfer, 1990; Kanfer & Ackerman, 2000). For example, although it is clear that McClelland’s (1961) concept of achievement motivation is likely to impact numerous motivational processes including behavioral intentions, choice, goal establishment, and reactions to goal failure (Kanfer & Heggestad, 1997), many of the models reviewed in the present chapter have failed to formally acknowledge the role of this dispositional factor. Given that recent research in the field of work motivation has demonstrated that achievement motivation, along with other dispositional factors such as conscientiousness (e.g., Barrick et al., 1993) and goal orientation (e.g., Phillips & Gully, 1997; Vande Walle et al., 1999), influences the process of goal establishment (Phillips & Gully, 1997; Phillips et al., 1996), it would seem clear that such variables should be given a greater role in future conceptualizations of both the antecedents and consequences of the processes involved in work motivation.

Increased recognition of variable interactions

Although the impact of individual differences and situational characteristics on the process of self-regulation has received some recent attention, there has been little research examining how such variables are likely to interact with one another to influence self-regulation. For example, although a number of studies have demonstrated the impact of causal attributions on reactions to goal–behavior discrepancies (e.g., Mone & Baker, 1992; Thomas & Mathieu, 1994; Williams et al., 2000), there has been virtually no work conducted to examine how such causal attributions are likely to interact with other individual differences (e.g., goal orientation) and/or situational characteristics (e.g., time deadlines) to influence such reactions. Given that such variables are likely to exert a simultaneous impact on self-regulation, a focus on these variables in isolation from one another presents an overly restrictive, and potentially misleading depiction of the processes underlying self-regulation. Therefore, future research efforts would benefit greatly from a more complex, interaction-based analysis of the impact of such variables.

Methodological Recommendations

In addition to these theoretical recommendations, a consideration of the methodology typically utilized in the study of work motivation suggests two other avenues for improving future research: the use of more appropriate tasks, and the use of more complex research designs.

Use of more appropriate tasks

Much of our knowledge of the processes involved in work motivation has been derived from studies utilizing relatively simple experimental tasks. Although such studies have clearly advanced our basic knowledge about motivation, it is important to realize that many of these tasks are likely to hold little or no personal meaning for study participants (i.e., there are typically no positive or negative consequences associated with task performance). As noted by both Control Theory and Social Cognitive Theory, individuals are unlikely to engage in active self-regulation of task behavior for tasks that are seen as unimportant or unrewarding (Bandura, 1986; Klein, 1989). As such, conclusions drawn about work motivation based on studies utilizing such tasks may present a restricted perspective on the processes underlying self-regulation. Therefore, it is clear that future research in this area should move towards the use of more interesting and ego-involving tasks to provide a more accurate depiction of how these processes are likely to operate.

Use of more complex research designs

Although self-regulation is, by definition, a process that occurs over time, relatively few studies have taken a longitudinal approach to the examination of this process. Instead, most studies have relied on an assessment of behavior within a single behavioral episode or behavior across a few closely spaced episodes. Given that there is evidence to suggest that temporal factors are likely to play an important role in self-regulatory processes (e.g., Donovan, 1998; Williams et al., 2000) and that self-regulation in organizational settings is likely to involve behaviors and processes that are enacted over time, this approach is clearly inadequate for describing and evaluating the processes involved in dynamic self-regulation. As such, future research would benefit greatly from a move toward a more longitudinal approach to the study of motivation.

In addition, although both Social Cognitive Theory and Control Theory make propositions concerning the effects of nonperformance goals (e.g., quantity goals), as well as the presence of multiple, potentially conflicting goals, little research has been conducted to examine how such goals are likely to impact an individual’s behavior. Because workers in a typical organizational setting are likely to hold multiple goals and/or nonperformance goals, future research should begin to focus on the impact of such goals in order to provide us with a more comprehensive understanding of the impact of diverse types of goals on behavior.

CONCLUSION

Although great strides have been made in our understanding of work motivation over the past four decades, it is evident from the present review of this literature that we are far from a clear and precise understanding of the processes that determine motivated behavior in organizational settings. It is the hope of this author that the information and
recommendations provided in this chapter will facilitate our journey towards a better understanding of these processes.

NOTES

1 In actuality, Vroom’s (1964) VIE theory comprises two models. The first equation represents what is referred to as the ‘valence model,’ while the second equation is termed the ‘force model.’ Although Vroom (1964) presents the valence model as an independent model designed to predict the anticipated satisfaction associated with a given outcome, he also states that this model may serve as an input into the force model. The present chapter will focus on the valence model as in input to force-model predictions of behavior, rather than on the valence model as a predictor of outcome attractiveness.

2 Although these reviews also examined the effects of rewards on ‘free-time spent’ measures of intrinsic motivation, these results are not discussed due to the problems inherent in such measures of intrinsic motivation (Bandura, 1986; Eisenberger & Cameron, 1996).

3 Although Social Cognitive Theory actually encompasses a broad array of important psychological processes (e.g., vicarious learning, modeling), this section will focus on the component of this theory that is most applicable to the study of work motivation, the process of self-regulation.
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INTRODUCTION

Compensation (defined here as pay, benefits, and other rewards with monetary value) is by far the most costly human resource intervention in organizations. Compensation budgets of over $1 billion are not uncommon in Fortune 50 companies. As much as 80% of total budgets in service sector organizations are made up of compensation costs (Milkovich & Newman, 1999). Given the huge costs associated with compensation, it is surprising the small amount of attention devoted to compensation issues in the industrial psychology literature relative to other human resource interventions such as staffing and training and development. The purpose of this chapter is to selectively review the history of the study of compensation in industrial psychology, to summarize the current state of knowledge, and to offer directions for future theory, research, and practice. Throughout the chapter global issues are discussed. Our goal for the chapter is to continue to invigorate compensation as an area of study in work psychology.

HISTORY OF WORK PSYCHOLOGY

CONTRIBUTIONS TO COMPENSATION

There has never been a steady stream of research with a direct focus on compensation issues from work psychology. Contributions to the compensation literature from work psychologists have been indirect rather than direct and have been sporadic rather than regular. Although indirect and sporadic, the contributions made by work psychologists have been very influential. Indirectly, the field of compensation has benefited greatly from the efforts of work psychologists in areas such as motivation (e.g., Campbell, 1976) and criterion issues (Smith, 1976). Interestingly, the first edition of the Handbook of Industrial and Organizational Psychology (Dunnette, 1976) did not have a chapter on compensation. However, the chapters on motivation and criterion issues just mentioned were on the ‘must-read’ list of compensation scholars. Motivation theory provides analysis of the processes whereby compensation decisions affect the attitudes and behaviors of employees, while the criterion problem plagues pay-for-performance plans.
Historically, the most influential work psychologist who has directly addressed compensation is Lawler. His first major work on compensation, *Pay and Organizational Effectiveness* (1971) was a major review of the micro research literature. More importantly he placed it in the context of organizational effectiveness theory showing the practical importance of compensation to organizations. While the importance of selection decisions had been pointed out in the industrial and organizational (I/O) literature (e.g., Cronbach & Gleser, 1965), Lawler provided the first major statement of the importance of compensation to organizational effectiveness.

Another major contribution of Lawler was his little known, yet highly important book *Pay and Organizational Development* (1981). This book was some 10 years ahead of the field in terms of both research and practice. In this book Lawler clearly framed the need to understand the organizational psychology of compensation decision making. That is, compensation was viewed as a powerful organizational development intervention in organizations. As such, he required that the organizational processes to deliver pay were as important or more important than the amount of pay.

Lawler was again years ahead of practice and research with his book *Strategic Pay* (1990). Influenced by the business policy literature, Lawler recognized that compensation systems not only could be integrated with the business strategies and processes in the organization, but that they should be integrated in order for organizations to have competitive advantage relative to their competitors in product and labor markets. Hence, pay systems not only needed to be framed in terms of process to be effective, but so too must they be framed in the context of the specific goals of the organization.

In his latest work, Lawler again pushes the frontier of our knowledge about compensation systems (Dawler, 2000). He argues that job-based pay systems that rely upon job descriptions and job evaluation systems are not flexible enough to adapt to the changing nature of work. Instead, pay systems should be based on people rather than jobs where people are defined by their competencies (i.e., KSAOs). It remains to be seen whether organizations will replace job-based pay systems with person-based pay systems.

In recent years, compensation has begun to receive more direct and consistent attention in the work psychology literature. The second edition of the *Handbook of Industrial and Organizational Psychology* (Dunnette & Hough, 1992) contained two chapters on compensation: one by Gerhart and Milkovich (1992) and one by Lawler and Jenkins (1992). The Frontier Series of the Society for Industrial and Organizational Psychology published an entire book on compensation topics entitled: *Compensation: Progress and Prospects* (Rynes & Gerhart, 2000). Both of these events are symbolic of the importance now being placed on compensation decision making by work psychologists.

Work psychology is not the only scholarly field investigating compensation. Economists, and particularly labor economists, have studied compensation (generally focusing on wage levels) for a much longer period than have work psychologists (e.g., Hicks, 1934; Carter, 1959). Labor economists have developed a rich theory base to speak to some of the same issues of interest to work psychologists (e.g., criterion measurement, motivation) and others which could be, but so far have not been addressed in depth by work psychologists (e.g., perceived value of jobs, tradeoffs between different forms of compensation). Similarly, sociologists such as Treiman have considered bias and reliability problems in job analysis and job evaluation processes (Treiman, 1979; Treiman & Hartman, 1981). While work from the three fields is not integrated, work psychologists should be aware of the literature on compensation of both labor economics and sociology and make use of it in the development of psychological theory that focuses on compensation. An excellent example from work psychology where all of these fields are drawn upon is Viswesvaran and Barrick (1992).

As a result of historical developments within the field (and the influence of the literatures of labor economics, sociology, and business policy), compensation is now viewed by work psychologists as a system within the organization rather than a set of techniques. The focus has shifted away from the psychometric properties of compensation techniques to the integration of the compensation system with other organizational systems in order to achieve organizational effectiveness. It is our belief that this more macro focus to the study of compensation is going to continue, especially in light of the ongoing globalization of business practices. The next big challenge to be faced by compensation researchers and practitioners alike is how to best pay people in a global business environment.

**THE CURRENT STATE OF AFFAIRS**

Our focus in this chapter is the total cash compensation system in the organization as shown in Figure 4.1. Elements of this system include base pay (wages and salaries), variable pay, individual incentives, ownership, and benefits. Each of these elements has cash value to the employee and organization. All need to be integrated with the compensation strategy and with one another. The compensation strategy in concert with the total cash compensation system yields outcomes related to the effectiveness of the organization, including productivity, innovation, higher quality, and customer satisfaction.

We will first focus on issues that arise in the formulation and execution of compensation strategy.
Compensation Strategy

The most important stream of research that has been developed in compensation the past 15 years is the study of pay from a strategic perspective. With this approach, the organization is the unit of analysis rather than individuals in the organization (Lawler & Jenkins, 1992). Compensation is studied from the perspective of how compensation can be used by organizations to adapt to a rapidly changing business environment (Gomez-Mejia & Balkin, 1992).

At the most general level, two steps are undertaken to make compensation systems strategic (Wright, Dyer, Boudreau & Milkovich, 1999). First, the compensation system is aligned with the goals of the organization. Second, the compensation system is fully integrated with other human systems in the organization. Operationally, the first step is carried out by aligning each element of the compensation system with the vision and mission of the organization. The second step is achieved by integrating elements of the compensation system with the human resource goals of the organization (Heneman, 2001).

The strategic compensation process is depicted in Figure 4.2. As can be seen, the ultimate goal of strategic compensation decision making is to achieve a “fit” between organizational goals, compensation systems, and human resource goals. A consistent finding in the literature is that a strategic approach to compensation is associated with enhanced business performance by the organization (Becker & Gerhart, 1992).

Interestingly, it appears that of the two-stage strategic process just described, the most important step is the alignment of compensation with the business strategy rather than the integration of compensation with other human resource goals. Main effects for compensation are usually significant, while interaction effects between compensation and other human resource systems are usually nonsignificant (Gerhart, Trevor & Graham, 1996). There are several possible interpretations to this repeated finding. First, it may be that compensation systems are so powerful that they overwhelm the effects of other human resource systems. Second, it may be the case that there has not been enough careful theoretical development regarding the interaction of compensation with other human resource systems. Third, there may be multicollinearity in the data due to strong correlation between the main effect for compensation and the interaction effects for compensation and other human resource system variables.

It should also be noted that business strategy sometimes has an indirect as well as direct effect on compensation decisions. Tullar (1998) conducted a study in a food and beverage distribution center where he found that the compensation strategy impacted the design of work and in turn the design of work impacted job evaluation point level assignments. In particular, business process reengineering was associated with a significant increase in Hay System job evaluation points.

Government Reform and Compensation Strategy

Compensation systems reform often has a fundamental impact on compensation strategy. In China, for example, compensation was for a long time...
under a centralized national system with a more institutional basic time-pay with eight levels of skills or positions. During the period between the first pay systems reform in 1956 and the nationwide readjustment in 1976, the characteristics of compensation system were universal salary grades, centralized salary operations, fixed basic wages, and equalitarian wage distribution. In the governmental and administrative departments, the pay system was reformed, changing from a wage grade system started in 1956 to a structured wage system in 1985, consisting of basic wage, position pay, tenure wage, and reward wage.

In 1983, two measures were taken to adjust the pay systems among industrial organizations in China: (1) linking pay with the firms’ economic performance; (2) adopting a performance appraisal system for promotion of pay. By 1995, more than 40,000 enterprises implemented the ‘Position and Skill Pay’ on the basis of work evaluation and actual performance. Therefore, we see a clear move from the egalitarian wage-payment system with a flat reward structure towards performance-based pay system.

In a field study, Wang (1994) found significant age differences and organizational position differences in employees’ needs for the types of compensations. Intrinsic needs for technical training and satisfactory jobs were most preferred by young employees, while a bonus was more important to the middle-aged. Among the elder employees, social rewards such as an excellent worker title appeared to be more important. A more flexible and comprehensive multiple compensation structure combining social rewards with material incentives should be used in order to motivate the workforce.

A field experiment was then implemented using a flexible multireward system in some departments of a steel file company. Employees who completed their production targets could choose an incentive among five alternatives: bonus, technical training, flexible working time, group vocation, and excellent worker title. Compared with the control group, the experimental group under the multicompenaition system resulted in significant higher motivation and doubled productivity.

In examining the relative importance of the compensation components in recruiting, motivating and retaining local Chinese employees, Luk and Chiu (1998) found that base salary, merit pay and year-end bonus were the three most significant items among 37 components, perceived by employers, for all three levels of employees (managers, supervisors, and workers) in all three functions (attraction, motivation, and retention). Generally speaking, the fourth and fifth places were occupied by housing provision, annual leave, cash allowance, and individual bonus interchangeably.

In a recent study on comparisons among compensation systems in administrative bureaus versus industrial organizations, Wang and Chen (2000) emphasized the structural effects of compensation management in administrative bureaus and enterprises on work motivation and performance. More than 490 management staff from 18 enterprises and 16 administrative bureaus participated in this study. The main results showed: (1) different ownership systems (state-owned enterprises, international joint ventures, township companies, and governmental offices) had different effects on compensation management, particularly human resources management practices, organizational cultures, satisfaction, and performance; (2) organizational culture had influences on the implementation of compensation systems; (3) human resource management patterns can affect compensation management.
systems; (4) the position levels had influences on compensation management, employees’ satisfaction, and performance. In terms of compensation management, employees from enterprises showed higher pay satisfaction and compensation justice than that of governmental staff though the latter had higher organizational performance than the former. As to the cross-ownership comparison, employees from township companies showed the highest compensation satisfaction, state-enterprise employees second, and joint venture employees third.

**Base Pay**

The process used to establish base wages and salaries in organizations is shown in Figure 4.3. The results of a job analysis are used in the job evaluation and market survey process. Job evaluation is a process whereby standards are developed to assess the value of the job to the organization. Each job description is graded using a predefined set of standards. Market surveys are conducted to assess the value of the job external to the organization. Job descriptions are used to ensure that the jobs being compared are comparable to one another. The results of the job evaluation and market survey processes are merged together to form a pay structure. The pay structure sets forth the parameter of pay levels possible for each job in the organization. The process just described has been researched over the years and several important themes emerge from this research that will now be covered.

**Job Evaluation**

The research over the years consistently shows that different job evaluation systems lead to different results (Treiman, 1979; Madigan, 1985; Collins & Muchinsky, 1993). That is, the rank order of jobs and subsequent pay varies as a function of the job evaluation method. The important implication here is that great care must be taken in selecting or developing a job evaluation system. Attention needs to be paid to both the reliability and validity of the system. Reliability, of course, serves as the upper bound to validity. It can be strengthened by carefully defining the job evaluation standards. However, even with a job evaluation system reliability of .9, Treiman (1979, p. 41) demonstrates that job assignment in an 18-grade pay structure will have an error of as much as ± 2.75 grades. Validity can be enhanced by carefully matching the standards to the goals of the organization (Heneman, 2001).

While the labor economics literature reports many different models that speak to job value (Wallace & Fay, 1988); work psychology has not developed extensive theory in this area. Yet, to a great extent, job value is a function of individual and group perceptions. Neither economic nor sociological theory speaks specifically to affect issues surrounding perceptions of job value.

**Market Surveys**

In creating a pay structure, a decision must be made as to how much weight to place on the value of the job as established internally by a job evaluation system and as established by the market value of jobs. Research indicates that greater weight is usually placed on the market value (Weber & Rynes, 1991). Increasingly, a job evaluation approach known as market pricing is being used by organizations where the sole determinant of base pay is the market value. While the heavy weighting of market survey results may seem like a good solution to the problems with job evaluation, it is not. Market surveys are plagued by measurement error and sampling error (Rynes & Milkovich, 1986). Shoddy craftsmanship of surveys results in dubious market data. For example, job titles are often used rather than job analysis to define jobs. Job titles are notoriously misleading and may create measurement error. Convenience samples are often used in selecting companies to survey leading to sampling error. In order to generate meaningful market data, careful attention needs to be given to measurement theory in designing the surveys and to sampling theory in selecting companies to survey (Heneman & Dixon, 1998).

Even when many different survey sources are used, it is unlikely that market matches will be found for all jobs in an organization. Johnson and Johnson, for example, which practices pure market pricing (i.e., no job evaluation is done) can get market rates for only about 85% of their jobs. Statistical models (usually multiple linear regression) utilizing job attributes are developed to estimate wages of jobs for which no market rates are available.
**Pay Structures**

The administrative tool used by most organizations to link market data and job evaluation judgments is the salary structure. Traditionally the typical organization had one salary structure for every broad job family (e.g., blue collar, clerical, technical, administrative). Each structure had anywhere from two to four grades for every layer of organizational hierarchy among the jobs covered.

Increasingly, organizations are reducing the number of pay grades in the organization and increasing the width of the remaining pay grades. Usually, this is done in response to changes in the business strategy where the organization needs to be made more flexible in order to more rapidly adapt to the changing business environment. By reducing the number of pay grades, employees and pay become more flexible to be in alignment with the strategy. Employee job duties are more broadly defined under this approach and base pay dispersion is more marked than under a system with many pay bands. Also, consistent with a business strategy of cost reduction, broadbanding may lead to a reduction in labor costs as fewer people are needed because employees can perform multiple duties.

Unfortunately, no analytical research has been conducted on broadbanding. The data collected to date are only descriptive in nature. The best descriptive survey to date was conducted by Abosch and Hand (1998). Their data indicate that when asked to evaluate the effectiveness of broadbanding, 70% of managers, 85% of human resource professionals, and 56% of employees in organizations with broadbanding rated it as effective or very effective. Broadbanding is typically used for exempt rather than nonexempt employees. There has been a considerable expansion of broadbanding to international company locations. Broadbanding is used relatively more often in Latin America than in Europe or Asia and broadbanding is expected to grow rapidly in Europe, Asia, and Latin America (Abosch & Hmurovic, 1998).

Although these initial results are promising, care must be taken in using broadbanding. Initially, broadbanding may lead to increased rather than decreased costs. Because pay grade widths are broader, the maximum amount of pay available increases and unless control points are used in the bands, usually based on market values, broadbanding can lead to runaway labor costs. As a result, there also needs to be a sound method of assessing employee contributions to the organization. A well-developed performance appraisal or competency assessment is needed to ensure that progression within pay grades is based upon ‘true’ performance rather than error-filled ratings.

**Person-Based Pay**

Again, due to the need to create more flexible organizations, organizations have enacted person-based pay systems to allow employees to be more flexible in the duties they perform. Ultimately, the hope with these systems is to decrease headcount and labor costs as employees will have multiple skills and be able to perform multiple tasks. The primary theory base for person-based pay is human capital theory (Becker, 1975), which posits that most individuals decide to pursue formal education (and make other human capital investments in knowledge, skills or abilities) based on expected career returns. Conversely, job value is affected by the degree of formal education and other human capital investment required.

Skill-based pay systems are usually used for lower-level employees and provide pay increases or bonuses for mastering new skills to be used at work. Competency-based pay is usually used for professional and managerial positions. Pay is provided for competency development where competencies are defined as knowledge, skills, abilities, and other factors (e.g., personality) related to effective performance.

Both descriptive and analytical studies have been conducted on skill-based pay and the results are encouraging. Jenkins, Ledford, Gupta and Doty (1987) reported that at least 80% of organizations with skill-based pay reported that their skill-based pay was at least moderately successful. An excellent study was conducted by Murray and Gerhart (1998) using a time series design. When a plant using skill-based pay was compared to a comparable plant without skill-based pay, the results indicated that the skill-based pay plant had 58% greater productivity, 16% less labor costs, and favorable quality outcomes relative to the comparison plant without skill-based pay. It should be noted that cost reductions should be expected in the long run, but not in the short run with skill-based pay. The direct and indirect start-up costs are high. Indirect costs include large training and certification expenses. Direct costs are the result of higher wages with skill-based pay.

A descriptive study of competency-based pay was conducted by the American Compensation Association (1996). The interesting finding reported here was that while competencies were being extensively used for staffing and development purposes, they are seldom being used for compensation purposes. Preliminary results of an analytical study of competencies for a large multinational food company show a relationship between competencies and business results (Heneman, Ledford & Gresham, 2000).

**Merit Pay**

The links of pay increases in base salary to performance ratings continues to be a controversial issue. Although confidence in merit pay as an effective reward system has waned, it continues to be frequently used (Eskew & Heneman, 1996). For example, many companies in Japan are using merit pay to...
Variable Pay

The use of variable pay plans continues to increase (Lawler, Mohrman & Ledford, 1998). Common features to these plans include a pay-for-performance component, performance measured at the team, business unit, or organizational level, and pay in the form of a cash bonus rather than an increase to base pay (Miceli & Heneman, in press). Typical types of variable pay plans include gain sharing, goal sharing, team pay, and profit sharing (Heneman, Ledford & Gresham, 2000). Gain sharing plans usually measure performance at the business unit level and pay for cost reductions. Goal sharing plans also usually measure performance at the business unit level and pay for cost reductions and revenue generation activities (e.g., customer service). Team pay is used for small, intact work groups (e.g., self-directed work teams). Profit-sharing measures performance at the organizational level.

Variable pay is held in high regard by management relative to base pay increases for three major reasons. First, variable pay plans are self-funding; e.g., no profit share payout is made unless there is a profit. Second, variable pay is seen to reduce the entitlement psychology inherent with increases to base pay. Pay is tied to the results of the business rather than to market or cost of living conditions. Third, pay is viewed as less of an annuity. With pay increases due to merit, for example, the merit increase is permanently built into base pay and compounds itself over time. Variable pay must be re-earned every year (or every other pay period).

A major drawback to variable pay plans is the concept of line of sight (Heneman, Ledford & Gresham, 2000). Fashioned loosely on expectancy theory (Vroom, 1964), line of sight refers to the perceived influence that employees have over the outcomes that must be impacted to achieve a cash bonus. Profit as a performance measure, for example, has a very long line of sight that diminishes the motivational value of the reward. By contrast, measures at the individual level have a less lengthy line of sight.

Recent research has also begun to examine variable pay in international environments such as China. In China there was a long tradition of egalitarianism and the ‘iron rice bowl’ (i.e., guaranteed employment and guaranteed pay irrespective of performance) during the 1950s through 1970s. In the early 1980s, as a reaction to the ‘iron rice bowl’ problem in pay distribution, an individualistic piece-rate bonus system emphasizing individual performance became popular in some Chinese industries. This practice discouraged collective responsibility and weakened team effectiveness (Wang, 1990). Thus, studies of industrial/organizational psychology were carried out to compare work efficiencies between individual and group compensation systems and to provide systematic evidence for improving the structure of compensation systems in Chinese enterprises. A series of field experiments were carried out to find out the effects of workers’ attributions upon performance under individual versus team reward systems in Chinese enterprises. The results showed that under the group compensation system, employees tended to attribute their performance to the team cooperation and collective efforts which may maintain or enhance work motivation, and under the individual compensation system, they more frequently attributed their performance to personal factors or task difficulty which may reduce their work motivation. An implication of this study was that a team-oriented compensation system with clear responsibility structure would be more effective in facilitating morale, cooperation, and productivity in Chinese enterprises (Wang, 1994).

Individual Incentives

Individual incentive plans also link pay to performance in the form of a cash bonus. Unlike variable pay plans, however, pay is linked to individual performance rather than to group measures of performance (e.g., piece rate, sales). As a result of using individual rather than group measures of performance, the line of sight is probably shorter for individual incentive plans than for variable pay plans. In support of the line of sight advantage of individual incentives, the research clearly shows that they have the largest impact on employee performance (Heneman et al., 1998).

A distinct disadvantage to individual incentives is that they may detract from team performance (Wageman, 1995). It is sometimes possible to overcome this disadvantage, however, when incentive pay is coupled with variable pay (Crown & Rosse, 1995) especially in those business environments where both individual and organizational business goals are emphasized (Heneman et al., 1998).
Individual incentives for CEOs have recently been an active area of study in the global context. Wang and Feng (2000), for example, completed a study recently concerning the relationship among the compensation program dimensions, compensation perception, and performance among 251 managers in Chinese companies, and attempted to build up an assessment model of compensation program characteristics for managers. The results indicated that: (1) compensation program dimensions included need dimension, goal dimension, motivation dimension, and performance regulation dimension; (2) distributive justice was more related to the goal dimension and organizational systems and procedural justice was more dependent upon the need dimension and organizational level features of compensation programs, while both kinds of justice were closely related with performance regulation dimension. Compensation perception affected managerial performance. Managers’ achievement motive affected level of effort and also affected indicators of company performance directly.

Ownership

At the other end of the spectrum from individual incentives in terms of line of sight are ownership plans where employees are made stockholders. The performance measure to be influenced by employees for a reward is the value of company stock. Many factors exogenous to the company (e.g., economy), yet alone to the employee, have an impact on the value of stock. Even with the long sight of sight, there has been an explosion in the use of ownership plans in recent years (Capell, 1996).

One interesting variation on stock ownership plans is ‘phantom stock’ used in privately held companies. Under this approach, internal stock is issued that serves as a proxy for public stock. The ‘stock’ is based on the book value of the company rather than the market value of the stock (Tully, 1998). Although no empirical comparison has been made between phantom and regular stock ownership plans, one would expect that the line of sight would be shorter with phantom stock because it is less at the mercy of the economic market. Book value reflects indices more under the control of employees, such as cost (Heneman, Ledford & Gresham, 2000).

Benefits

Benefits, once considered a ‘fringe’ element in total cash compensation now constitute the second largest component (26.5%) of total cash compensation (US Bureau of Labor Statistics, 1999). Unfortunately, while the amount spent on benefits has increased, there has not been a great deal of benefits research by psychologists. Some current issues in the benefits arena follow.

Flexible Benefit Plans

It used to be the case that most employees in one company all received the same benefits. While easy to administer, standard benefit plans often fail to provide meaningful benefits to employees, who have varying ages, needs, and lifestyles. In response to this situation, many organizations now provide choice in benefits selection by employees. That is, employees are given the opportunity to choose the benefits that best suit their needs at various stages in their lives. From a motivational point of view, flexible benefits are advantageous because they allow employees to select from a ‘cafeteria’ of benefits plans those benefits which have positive valence for them. In turn, these benefits with positive valence are likely to be motivational (Vroom, 1964). Another advantage with flexible benefits is that they allow the company to control costs by no longer providing all benefits to all employees even if all employees didn’t need certain benefits. They also enable cost control through the introduction of cost sharing with employees, either through coinsurance (e.g., increased deductibles, exclusions) or shared premium payments.

One disadvantage to flexible benefits is that employees may fail to select certain benefits critical to their well-being. As a result, most flexible benefits plans require a core set of benefits to be selected by all employees (e.g., health-care insurance). Another disadvantage of cafeteria-style plans is the huge number of benefit options that may confront the employees. For example, at one company employees were overwhelmed with over 16,000 possible benefit choices! In response, the company developed an expert system to aid employee decision making. An expert system was created to show the employees the most logical options for them to select depending upon their demographic characteristics (Bloom & Milkovich, 1999).

Cash Balance Pension Plans

Given the large costs associated with employee pension plans, many large organizations are converting their existing defined benefit pension plans to ‘cash balance’ or ‘pension equity plans.’ As with traditional pension plans, these plans are funded by the employer, guarantee a retirement benefit that has little or no risk to the employee and are governed by the same provisions of ERISA that govern traditional defined benefit pension plans. But unlike traditional plans, the amount available upon retirement is based on earnings in a hypothetical individual account rather than on the basis of years of service. Each year an employee’s cash balance account grows by (usually) some percentage of annual salary. The account also increases in value through accrued interest or in line with some index such as the CPI. Thus, cash balance plans grow over the entire career of the employee; a career average
pays plan rather than a final average pay plan that is characteristic of the traditional pension (Quick, 1999). As a result, cash balance plans are advantageous to those employees that are mobile in their careers, while traditional benefit plans are advantageous to those that remain for a long period of time with an employer. More money is available to employees sooner in their careers with a cash balance plan (McNamee, 1999). The shift from traditional pension plans to cost balance pension plans by many employers may fundamentally alter the nature of the employment relationships from long-term duration to short-term duration with a corresponding decrease in employee commitment and turnover (Tsui, Pearce, Porter & Tripoli, 1997). More research is needed on this important topic.

**Employer-Based Rehabilitation**

As a result of skyrocketing costs associated with workers compensation laws and the Americans with Disabilities Act, some employers are now developing early return-to-work programs. These programs help get injured employees back on the job who might otherwise be at home to recover. In essence, these programs make it possible to return to work earlier than normal to perform modified work duties while they are recovering (Growick, 1998). As such, they are more cost effective than time off for recovery because under modified work duties, the employee is able to provide some services to the company while recovering.

**ORGANIZATIONAL EFFECTIVENESS**

Both narrative and meta-analytical reviews of the research literature clearly show that cash compensation is correlated with individual performance (e.g., Gupta & Mitra, 1998) and organizational effectiveness (Heneman et al., 1998). In light of this convincing data, it is amazing how the ‘does money matter’ argument continues to be advanced every decade or so. The latest iteration of this argument, the belief that money has a negative influence on organizational effectiveness (Heneman et al., 2000). Third, causality is an issue seldom addressed. In terms of compensation evaluation studies, the vast bulk of studies are correlational in nature rather than experimental. Well-designed studies like Murray and Gerhart (1998) and Petty, Singleton and Connell (1992) are difficult to find in the literature. As a result, causality is an issue. The central question is whether highly effective organizations have the capabilities to use certain monetary reward systems or if certain monetary reward systems result in improved organizational performance.

Fourth, the research literature clearly shows that the effectiveness of pay plans varies as a function of the pay plan design features and implementation strategies (McAdams & Hawk, 1995). Psychometric properties of pay plan measures appear to be only one of many design and implementation issues that must be accounted for if a pay plan, regardless of type, is to be effective. Fifth, the evaluation studies to date are culture bound. The vast majority of studies have been conducted in the United States. The evaluation of pay plans in other countries is relatively new.

Given these caveats, Table 4.1 shows our collective best judgments of the impact of varying forms of total cash compensation on organizational performance. Satisfaction refers to satisfaction with the job and satisfaction with pay. These satisfaction measures are correlated with one another and are also correlated with absenteeism, turnover, and union vote (Heneman, 1985).

**NEW DIRECTIONS**

The field of compensation has always followed the scientist-practitioner model of industrial/organizational psychology. Science and practice are intertwined in compensation decision making. Consequently, we will structure our recommendations for future directions around theory, research, and practice. Given the global context to this chapter, we have also included a separate section on global compensation.

**Theory**

As indicated in the historical section of this chapter, we are very pleased at the shift in the unit of analysis in the study of compensation decision making from a focus on the individual to a focus on the organization. While being pleased with this shift in the unit of analysis, much theory building needs to be undertaken with the organization as the unit of analysis. While theory building is highly advanced at the individual level in compensation
Table 4.1  Compensation plan effectiveness

<table>
<thead>
<tr>
<th>Plan</th>
<th>Organizational productivity</th>
<th>Employee satisfaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadbanding</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Person-based pay</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Market-based pay</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>Merit pay</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Variable pay</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Individual incentives</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>Ownership</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Flexible benefits</td>
<td>?</td>
<td>High</td>
</tr>
</tbody>
</table>


(e.g., expectancy theory), theory building is at a more basic level when the unit of analysis is the organization. In building theory at the organizational level, we believe that several steps need to be taken.

A major theoretical issue is the choice of dependent variable(s). Just as the ‘criterion problem’ has plagued theory building at the individual level, so too will the criterion problem nag at theory building at the organizational level. Clearly, organizational performance is multidimensional (Whetten & Cameron, 1994) and the task for those building organizational-level compensation models will be to carefully match the independent variables to the appropriate measures of organizational performance. The appropriate measures are likely to vary as a function of the goals of the organization (Rogers & Wright, 1998) and the goals of the compensation plan (Heneman, Ledford & Gresham, 2000). The nomological net between the goals of the organization, goals of the compensation plan, and organizational effectiveness will need to be clearly explicated by our theories. If not, a ‘shotgun’ empiricism approach may prevail with significant findings being a function of chance or convenience of measures available, rather than being grounded in a well-conceived nomological net.

Another major issue in theory development is the need to move away from only focusing on the outcome of the compensation plan. In order to understand the well-documented impact of compensation, focus needs to be on developing models of the underlying process whereby compensation decisions at the organizational level are translated into impacts on organizational effectiveness. In order to achieve this end, compensation should not be treated as a homogeneous construct due to the common denominator of money across all pay plan types. Instead, midrange theories need to be developed that explicate the different processes involved with different types of pay systems. By doing so, we are more likely to be able to know which measures of organizational effectiveness are likely to be impacted by each pay plan type and also be able to explain the differential effects of different pay plan types on the same measures of organizational effectiveness. Heneman (in press) suggests that new midrange theories will need to be created for this purpose to supplement grand compensation theories such as agency theory.

Research

A rich irony in the study of compensation is the increased need for the study of compensation and the reluctance of organizations to allow their compensation systems to be studied. In terms of need, many new populations (e.g., public sector, nonprofits, small companies) are using new forms of pay for the first time ever. At the same time, however, organizations are very reluctant to show their ‘dirty laundry’ (i.e., poor-performing compensation system) in public. Ultimately, the choice not to study one’s compensation system is a poor strategic choice. The state of Kentucky, for example, has forced, by law, school districts to use financial incentives (Odden & Kelley, 1997). One can envision other organizations, even in the private sector, where such legislation could be forthcoming. For example, health care would be a likely candidate. Gain-sharing plans could logically be mandated to save on escalating health-care costs. Although this example is speculative, the point is that organizations may need to be more open in sharing pay intervention data if they wish to retain control of the pay plan interventions that they prefer to implement.

While there has been a noticeable increase in the study of new forms of pay, there is also a need for the study of pay in new environments. Systematic data collected from the public sector, small companies, and nonprofits are almost nonexistent. Because this is a new area of study, especially for new pay systems, a qualitative case-study approach would be helpful to identify the facilitating factors and restraints faced by these special sectors of our economy.
Lastly, in terms of research, more longitudinal research is needed. The benefits as well as costs associated with various pay plans sometimes do not emerge when viewed within the context of cross-sectional data. For example, skill-based pay has high upfront costs in the form of both direct (pay increases) and indirect costs (training and administration). If evaluated only from a short-term perspective, the fact may be overlooked that these short-term costs for skill-based pay are overcome by increased organizational effectiveness over the long term (Murray & Gerhart, 1998).

**Practice**

Several recent trends in practice need to be carefully scrutinized. These trends include the broadening of pay ranges, the increasing emphasis on market value over job evaluation, and the use of classification systems of job evaluation to replace point-factor systems. In particular, the relationship between broadening and organizational effectiveness has not been documented with anything other than self-report data. Employee reactions to market pricing have never been investigated. The psychometric properties of classification systems, as opposed to point-factor systems, are not well established.

Unlike the selection area, the dollar value impact of compensation decisions has not been well documented. Utility analysis needs to be extended from staffing decision making to compensation decision making. An excellent first step has been taken in this direction by Klaas and McClendon (1996) who looked at the financial impact of competitive pay level policies for organizations. Similarly, Bloom (1999) has provided an initial study on the impact of pay dispersion on individual and group performance. Unfortunately, the setting (major league baseball) focuses on organizations that are very different from the typical work organization.

Similar studies are needed in other areas related to total compensation practice. Little is known, for example, about the attractiveness to potential employees of different mixes of components of the total compensation package, or the individual differences that might be associated with such preferences. It is likely, for example, that a compensation package with a large component of individual incentive pay would be more appealing to an applicant who believes herself to be a high performer and who has low risk aversion than a package of equal expected value consisting mostly of base pay and benefits.

**Global Compensation**

Changes in pay systems at the international level have tremendous implications for practice. Sweeping generalizations about the effectiveness of pay using broad measures of culture (e.g., Hofstede, 1980) have not been particularly useful. It has been shown that very specific attitudes (e.g., entitlement) rather than general cultural attitudes (e.g., power distance) are more predictive of the receptivity of different cultures to compensation plans (Mueller & Clark, 1998). Moreover, it has been argued that corporate business strategy and local labor market conditions are more likely to impact the effectiveness of pay plans than are culture-based attitudes (Milkovich & Bloom, 1998, Bloom & Milkovich, 1999).

This is not to say that significant differences in pay practices do not exist. Pay data from national surveys (including both local national and multinational firms) conducted by HayGroup, for example, indicate different pay relationships between different job levels. The Hay job evaluation system is used in each country to provide a common metric of internal job value. Market rates for different jobs are collected in each country and pay lines are constructed. Table 4.2 shows that wage dispersions across job varies greatly from country to country. The ratio of market rates for jobs valued at 600 Hay points to those for jobs valued at 300 Hay points ranges from 1.7 to 3.1; the ratio of market rates valued at 1000 Hay points to those for jobs valued at 300 Hay points ranges from 2.2 to 6.6 (HayGroup, 1999).

However, it is possible that other approaches to defining culture (e.g., Hampden-Turner & Trompenaars, 1993; Trompenaars, 1993) may be of more use in differentiating the impact of culture on compensation systems. Trompenaars (1993), for example, notes differences in achievement- and aspiration-oriented organization cultures and the impact on performance-based pay systems. This framework can be used to explain the finding of Mueller and Clark (1998) where entitlement attitudes were found to be much more pervasive among business school students in the former Communist countries of central and eastern Europe than among similar students in the United States. In contrast, a study of Russian and US managers and student (Giacobbe-Miller, Miller & Victorov, 1998) found equity/performance equally important in attitudes about pay determination except when individual need was a factor.

Cultural influence on reward allocation has been a crucial topic in understanding of fairness and global compensation. In his review chapter on negotiation and reward allocations across cultures, Leung (1997) noticed the effects of individualism–collectivism framework on distributive behavior and proposed a contextual model which assumes that culture interacts with a number of situational variables to determine the allocation rule used. Leung, Smith and Wang (1996) studied joint-venture hotels in the Hangzhou and Shanghai areas in China. A total of 137 Chinese managerial staff from 42 joint-venture hotels participated in the study. Procedural justice and performance-based distributive justice
were found to be predictive of job satisfaction. However, unlike American results, interactional justice was not related to job satisfaction in joint ventures in China. It is possible that because of the higher acceptance of hierarchy and authority figures in Chinese organizations, the level of interactional justice required by Chinese employees from their superiors may be lower. This finding makes it clear that justice theories developed and confirmed in the United States should not be automatically assumed to be valid in different cultures. As predicted, the comparison with expatriate staff did not account for additional variance in the prediction of job satisfaction. Clearly, local staff did not regard them as a meaningful referent group for social comparison in the perception of distributive justice. As predicted, the comparison with expatriate staff did not account for additional variance in the perception of distributive justice. In contrast, the comparison with other local staff was able to add to the prediction of job satisfaction. This finding highlights the importance of social comparison in fairness judgments of compensation systems in joint ventures. The conceptualization of distributive justice as a comparison between performance inputs and salaries is too narrow in joint ventures and needs to be broadened to include social comparison processes.

Also, senior managers showed the lowest level of perceived procedural and interaction justice. This pattern of results suggests that senior staff probably expected decision-making processes to be fairer, and interpersonal treatment received from expatriate staff more positive.

Contrary to expectation, rank did not show any effect on performance-based distributive justice. This recent finding probably reflects the fact that all levels of staff in these joint ventures are paid at a comparable level based on their performance inputs. It is interesting to note that the only significant effect involves the comparison with local employees in state-owned hotels. Middle managers reported the highest level of perceived justice, whereas senior managers and supervisors regarded their pay as less fair in comparison with local staff in other state-owned hotels.

Legal and regulatory systems differ considerably across countries in way that impact at least the benefits segment of the total compensation program. In the United States, Japan, and parts of Western Europe, for example, company pension plans account for a significant portion of typical retirement income. In Singapore, most of Latin America, France and Italy, the typical retiree receives little or no retirement income from a company pension plan, but instead relies on government programs (Towers Perrin, 1999) and private savings. The use
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**Table 4.2 Comparison of market rates for jobs of different value**

<table>
<thead>
<tr>
<th>Country</th>
<th>Market rate ratio of jobs valued at 600 to jobs valued at 300 Hay points</th>
<th>Market rate ratio of jobs valued at 1000 to jobs valued at 300 Hay points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>2.83</td>
<td>5.46</td>
</tr>
<tr>
<td>Australia</td>
<td>1.70</td>
<td>2.79</td>
</tr>
<tr>
<td>Brazil</td>
<td>2.74</td>
<td>5.53</td>
</tr>
<tr>
<td>Canada</td>
<td>1.64</td>
<td>2.54</td>
</tr>
<tr>
<td>China</td>
<td>2.49</td>
<td>6.16</td>
</tr>
<tr>
<td>Columbia</td>
<td>2.78</td>
<td>6.29</td>
</tr>
<tr>
<td>France</td>
<td>1.90</td>
<td>2.97</td>
</tr>
<tr>
<td>Germany</td>
<td>1.85</td>
<td>3.22</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>2.45</td>
<td>5.18</td>
</tr>
<tr>
<td>Indonesia</td>
<td>3.02</td>
<td>5.73</td>
</tr>
<tr>
<td>Japan</td>
<td>1.87</td>
<td>2.77</td>
</tr>
<tr>
<td>Malaysia</td>
<td>2.81</td>
<td>5.21</td>
</tr>
<tr>
<td>Mexico</td>
<td>2.88</td>
<td>5.96</td>
</tr>
<tr>
<td>Norway</td>
<td>1.53</td>
<td>2.17</td>
</tr>
<tr>
<td>Poland</td>
<td>2.57</td>
<td>5.38</td>
</tr>
<tr>
<td>Singapore</td>
<td>2.36</td>
<td>4.34</td>
</tr>
<tr>
<td>South Korea</td>
<td>2.15</td>
<td>3.83</td>
</tr>
<tr>
<td>Sweden</td>
<td>1.67</td>
<td>2.94</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>2.38</td>
<td>4.32</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.78</td>
<td>3.02</td>
</tr>
<tr>
<td>United States</td>
<td>1.81</td>
<td>3.12</td>
</tr>
<tr>
<td>Venezuela</td>
<td>2.96</td>
<td>6.58</td>
</tr>
</tbody>
</table>


Representative job titles at 300 Hay points include entry-level college graduate, foreman, and sales representative. Representative job titles at 600 Hay points include senior engineer, sales manager, and experienced professional staff. Representative job titles at 1000 Hay points include plant manager (small plant), middle/senior management, and functional directors.
of perquisites varies widely from country to country and is usually driven by tax law (Moorman-Scrivener & Terry, 1996). Labor law and practice differs widely across countries and differences in governance approaches (e.g., works councils in Germany, codetermination in Sweden, joint consultation systems in Japan) and these differences impact many aspects of the rewards system. (Begin, 1997; Heneman, von Hippel, Eskew & Greenberger, 1997).

An indication of some specific differences driven by law and culture is provided in Table 4.3. This table shows the differences in official holidays and minimum mandated vacation days in selected countries. While companies may choose to provide more paid time off, the number of legal holidays varies from 7 to 18 days in the countries studied, and mandated minimum vacation time ranges from 0 to 30 days.

Also for practice, there appears to be a convergence of pay plan types across countries (Gross & Wingerup, 1999). This convergence movement appears to run counter to popular opinion that pay plans must vary by country in order to be effective. For example, Milliman, Nason, Lowe, Nam-Hyeon and Huo (1995) found a similar factor structure for performance appraisal practices across Japan, Korea, Taiwan, and the United States. Similarly, Japanese companies operating in the United States have shifted US subsidiary compensation practices to conform more closely to those of their US competitors, and to a lesser extent have shifted practices in the Japanese parent (Mukuda, 1999). In contrast, another survey found executive pay practices in US subsidiaries of foreign firms shifted to meet US standards with little or no impact on executive pay practices in the parent firm (Graskamp, 1999).

Hence, while local conditions must be recognized, core components of the compensation plan such as performance appraisal may be common across countries. As such, multinational organizations may be able to adapt a ‘mass-customization’ strategy (LeBlanc, 1997) whereby there is a common core of compensation techniques with some alterations to the plan to meet local circumstances. That is, there is a common compensation platform across countries with some, but not total accommodations to meet local conditions.

### CONCLUSION

As indicated in this selective review, large changes are taking place in the manner in which employees are compensated in organizations. Emphasis across all areas of pay is on rewarding contribution to the organization rather than membership in the organization. This focus on performance-based pay systems is gaining attention in all areas of the world, not just the United States. Given the evaluation studies conducted to date, there is reason for optimism about the results of efforts by companies to
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**Table 4.3  **Comparison of legal holidays and mandated minimum vacation time

<table>
<thead>
<tr>
<th>Country</th>
<th>Official holidays (days)</th>
<th>Legally mandated vacation (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>Australia</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Brazil</td>
<td>10</td>
<td>30</td>
</tr>
<tr>
<td>Canada</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>China</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Columbia</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>France</td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td>Germany</td>
<td>7–10</td>
<td>20</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>Indonesia</td>
<td>13</td>
<td>12</td>
</tr>
<tr>
<td>Japan</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>Malaysia</td>
<td>14</td>
<td>8–16</td>
</tr>
<tr>
<td>Mexico</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Norway</td>
<td>10</td>
<td>21</td>
</tr>
<tr>
<td>Poland</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>Russia</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Singapore</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>South Korea</td>
<td>18</td>
<td>10 + 1/yr</td>
</tr>
<tr>
<td>Sweden</td>
<td>11</td>
<td>25</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>9</td>
<td>30</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>8</td>
<td>15</td>
</tr>
<tr>
<td>United States</td>
<td>10</td>
<td>0*</td>
</tr>
<tr>
<td>Venezuela</td>
<td>13</td>
<td>15</td>
</tr>
</tbody>
</table>

*No legally mandated vacation time; 10 days plus additional days based on length of service is customary.*

shift from a focus on membership to performance. These new pay plans do seem to have positive outcomes. Missing, however, is a fundamental understanding of why these pay systems work and under what circumstances they work. There is a large need for more and better theory development and research as to the processes whereby these pay programs work. Work psychologists can have a marked impact in developing this new body of theory and research.
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Although the stressors and strain approach has become the dominant theme in the occupational stress literature, a growing body of empirical evidence has called this approach into question. Additionally, limitations with many of the process theories of occupational stress prevent them from being fully integrated into the mainstream literature on work and organizational psychology. In this chapter we argue that these limitations can be addressed by adopting an organizational health framework. According to this framework, it is important to focus simultaneously on employee well-being and organizational performance. It is argued that these are determined by a combination of individual (e.g., personality and coping) and organizational (e.g., organizational climate and work experiences) characteristics. We outline a research agenda for the organizational health framework and demonstrate how it can be used to provide a stronger link between occupational stress and other areas of work and organizational psychology. We believe this approach will help to improve the relevance of occupational stress to work organizations.

INTRODUCTION

Occupational stress is a growing problem that results in substantial cost to individual employees and work organizations around the globe. The changing nature of work has placed unprecedented demands on employees, and fuelled concerns about the effect this change is having on the well-being and health of employees and their work organizations. In many large organizations, for example, the 1990s were a period of dramatic downsizing, outsourcing, and globalization. Although these changes have led to greater mobility and more flexible work arrangements for some employees, for others they have raised concerns about employment security, increased work demands, and the loss of ‘connectedness’ that can result from the move toward less secure forms of employment (e.g., part-time and short-term contract work). In many organizations, these changes have also been coupled with rapid technological change, and a strong push for greater efficiency, increased competitiveness, and improved customer service. Conventional wisdom suggests that it is this climate of continual change that is placing many employees under pressure and creating the types of work organizations that will produce high levels of occupational stress. This places a premium on being able to understand the causes and consequences of occupational stress, so that appropriate policies and practices can be developed to ameliorate these concerns.

In this chapter, we review the traditional approach to occupational stress that has been adopted in both research and applied settings, and call into question the core assumptions that have underpinned this approach. In particular, we believe that it is necessary to develop stronger links between the occupational stress literature and other areas of work psychology (Wright & Croponzano, 2000a), in order to broaden our understanding of
occupational stress and demonstrate that employee well-being is central to the ongoing viability and success of work organizations.

**DEFINITIONS OF OCCUPATIONAL STRESS**

The starting point in this chapter should be to provide a clear, coherent and precise definition of occupational stress. Unfortunately, this is not straightforward. Despite the key words ‘occupational stress,’ ‘work stress,’ and ‘job stress’ being used in 2,768 scientific articles published during the 1990s, the scientific community has still not reached an agreed position on the meaning and definition of occupational stress. There has been considerable debate, for example, about whether occupational stress should be defined in terms of the person, the environment, or both (e.g., Cooper, 1998; Cotton, 1995; Quick, Murphy & Hurrell, 1992a). This lack of coherence has led to a degree of fragmentation in the occupational stress literature, and may explain, in part, why during the 1990s only 8% of the research articles related to occupational stress were published in the leading applied psychology and management journals (see Table 5.1 for details).

**The Stressors and Strain Approach to Occupational Stress**

The ongoing debate about the meaning and definition of occupational stress has allowed the stressors and strain approach to become the dominant theme in the occupational stress literature (e.g., Spector & Jex, 1998). The stressors and strain approach is based on a relatively simplistic theory that views stress as occurring when work characteristics contribute to poor psychological or physical health (Beehr, 1995). According to this approach, stressors refer to the work-related characteristics, events or situations that give rise to stress, and strain refers to an employee’s physiological or psychological response to stress (Hurrell, Nelson & Simmons, 1998). The main interest, however, is on the presumed causal relationship between stressors and strain. Cox (1978) has likened this approach to an engineering model in which environmental demands may put people under pressure, and the strain created by this pressure may place people at risk of experiencing physiological and psychological harm.

The stressors and strain approach is at the core of most recent research into occupational stress. This research has concentrated on identifying the occupational and organizational sources of stress that are related to various indices of strain (e.g., job dissatisfaction, psychological distress, burnout, and sickness absence) and, in some instances, has focused on identifying the individual (e.g., perceived control) and organizational (e.g., decision-latitude) factors that moderate the stressor–strain relationship (e.g., Quick et al., 1992a; Sauter & Murphy, 1995). However, despite the volume of research into the stressors and strain approach, we believe that our understanding of occupational stress has not progressed that far over the past decade. Moreover, the implications stemming from this volume of research have not been fully integrated into an appropriate theoretical framework that enables us to build a strong bridge between the occupational stress literature and other areas in the management science and work psychology literatures.

**Four Assumptions Underpinning the Stressors and Strain Approach**

In order to put much of the recent occupational stress research into its proper perspective, it is important to understand the assumptions that have tended to underpin the stressors and strain approach. We believe that four basic assumptions characterize the stressors and strain approach, and these assumptions continue to influence most research into occupational stress. These assumptions have generally been accepted as ‘givens’ in the occupational stress literature and, despite contrary evidence being found in other areas of psychology, occupational stress researchers have rarely challenged or empirically tested these assumptions.

**Occupational Stress Is Associated with Unpleasant Emotions**

First, it is generally believed that occupational stress is associated with the aversive or unpleasant emotional states that people experience as a consequence of their work. For example, Kyriacou and Sutcliffe (1978) defined occupational stress as the experience of unpleasant emotions, such as tension, frustration, anxiety, anger, and depression. This definition has been used extensively in the occupational stress literature (e.g., Newton, 1989), and is similar to definitions of psychological distress (Headey & Wearing, 1992) and negative affect (Watson, 1988). Several influential theories have also reinforced this view by emphasizing the link between occupational stress and psychological strain (e.g., Beehr & Newman, 1978; French, Caplan & Harrison, 1982; cf. Cooper, 1998). Although some researchers draw a distinction between stress and psychological distress (e.g., Quick, Murphy & Hurrell, 1992b), this distinction is seldom made by the lay community where occupational stress is typically associated with the negative feelings that employees have about their work (Jex, Beehr & Roberts, 1992).
Positive and Negative Reactions
Are Inversely Related

The second assumption is that people experience feelings of stress at the expense of more pleasurable emotions, such as those typically associated with positive affect, psychological morale, and a sense of overall well-being (cf. Hart, 1994; Headey & Wearing, 1992; Lazarus & Folkman, 1984). This assumption implies, for example, that stress and morale are at the opposite ends of an occupational well-being continuum, where one rises as the other falls. This may explain why occupational well-being indices, such as morale, have received little theoretical and empirical attention in recent times (Organ, 1997). Moreover, this assumption is consistent with the fact that none of the 23 articles in an edited publication entitled Stress and Well-Being at Work (Quick et al., 1992a) defined the nature of the relationship between stress and well-being. It was merely assumed that stress resulted in an absence of well-being.

Stress Can Be Measured by a Single Variable

The third assumption is that stress can be expressed as a single variable. In other words, many researchers have assumed, at an operational level, that a single measure can be used to capture the concept of ‘stress.’ There is some debate, however, as to whether this measure should assess the objective characteristics of the environment, an individual’s subjective interpretation of the environment, or an individual’s psychological response to the environment. Newton (1989) has observed, for example, that response-based measures, such as those focusing on anxiety, depression, job satisfaction, or psychophysiological symptoms, are often used to assess stress in occupational settings. This approach has persisted throughout the 1990s, with many studies still using single measures, such as the Minnesota Satisfaction Questionnaire (Weiss, Dawis, England & Lofquist, 1967) or the General Health Questionnaire (Goldberg, 1978), to assess occupational stress. To a lesser extent, other approaches have included the use of work-related event inventories (Sewell, 1983), similar to those used in the life events literature of the 1970s (e.g., Holmes & Rahe, 1967), and the use of stressor scales to identify the stress caused by work-related factors (e.g., Hurrell et al., 1998).

Stress Is Caused Primarily by Adverse Work Experiences

The fourth assumption is that adverse work experiences (i.e., adverse characteristics, events or situations in the work environment) contribute to the personal (e.g., poor quality of work life, low job satisfaction, burnout, and lack of motivation) and organizational (e.g., increased sickness absence, stress related workers’ compensation claims, poor productivity, and high turnover) outcomes normally attributed to occupational stress (e.g., Quick et al., 1992a; Sauter & Murphy, 1995). This may explain why many occupational stress researchers focus almost exclusively on the relationship between negative work experiences (stressors) and employees’ psychological outcomes, but say little, if anything, about the role played by positive experiences.

Calling the Stressors and Strain Assumptions into Question

Although these four assumptions permeate much of the occupational stress literature, they have been called into question by a growing body of empirical evidence in the work psychology (e.g., Hart, 1999), health psychology (e.g., Lazarus & Folkman, 1984), and perceived quality of life (e.g., Headey &...
These developments highlight that one of the major limitations of the stressors and strain approach is that it is not driven by a strong coherent theory. Instead, researchers merely attempt to identify the stressors experienced by different workgroups and then attempt to relate these to indices of strain and psychological distress (e.g., Cooper, 1998). Unfortunately, the mere identification of the stressors that affect employees’ psychological outcomes will not help to accumulate knowledge about the causes and consequences of occupational stress. This will require a much stronger commitment to theory-based research.

Moreover, the ‘field’ nature of most occupational stress studies means that the role of theory becomes even more crucial when trying to establish causation. In a field study, the variables of interest can rarely be manipulated experimentally. Instead, the naturally occurring covariation between these variables must be carefully examined. This requires a clearly articulated theory that describes the relationships within the system of variables under investigation. Only then will it be possible to use appropriate measures and analytic techniques to examine the adequacy of the theory within a traditional hypothesis-testing framework. As noted by Hobfoll (1989: 513), ‘without a clear theoretical backdrop, it is difficult to create a true body of knowledge because there are no defined borders of theory to be challenged.’ The absence of a strong theoretical framework has meant that many occupational stress studies have adopted an exploratory analytic approach, rather than a hypothesis-testing framework that allows for an empirical assessment of competing hypotheses and theoretical positions.

PROCESS THEORIES OF OCCUPATIONAL STRESS

Despite the fact that a large volume of research has focused on linking stressors to strain, a growing number of process theories have been developed to provide a more coherent framework for understanding occupational stress (Cooper, 1998). Some of these theories have a strong occupational orientation (e.g., Edwards, 1992), whereas others can be readily applied to other domains of an employee’s life (e.g., Hart, 1999). One thing that most process theories have in common, however, is that they are based on the transactional approach to stress.

The transactional approach treats stress as a dynamic process operating between a person and his or her environment. Although the term ‘transaction’ is used to emphasize the fact that stress results from the conjunction between personal and environmental variables (Cox, 1978; Lazarus & Folkman, 1984), it is the dynamic, reciprocal nature of the relationships between these variables that distinguishes transactional models from other more static, or unidirectional theories. For example, the traditional stressors and strain approach assumes that stressors cause strain. There is no allowance for the fact that a reciprocal causal relationship may exist between stressors and strain, or that employees’ levels of strain may actually cause them to experience stressors. Moreover, the reciprocity or mutual determination that is an integral part of transactional theories serves to create a self-regulating system that is constantly striving to maintain a state of homeostasis or equilibrium (Edwards, 1992; Hart, 1999; Headey & Wearing, 1989). This means that in order to understand occupational stress, it is necessary to understand how a system of variables relate to one another over time. Unfortunately, little is known about how occupational stress variables actually relate to one another over time, because the vast majority of occupational stress studies have been cross-sectional, rather than longitudinal in nature.

The transactional approach has led to the development of specific occupational stress theories, such as French et al.’s (1982) person–environment fit theory, which suggests that a mismatch between the characteristics of an individual (e.g., abilities and goals) and his or her work environment (e.g., work demands and organizational climate) will result in psychological, physiological, and behavioral strain. Although such theories have been discussed widely in the occupational stress literature (Edwards, 1992), their specific occupational nature does not easily facilitate a more systemic view that integrates the various domains of employees’ lives. More importantly, however, the theoretical emphasis placed on strain does not adequately account for the fact that people’s psychological responses to their environment include both positive (e.g., well-being, positive affect, morale) and negative (e.g., ill-being, negative affect, psychological distress) dimensions (Agbo, Price & Mueller, 1992; Bradburn, 1969; Diener & Emmons, 1985; Watson & Tellegen, 1985), each potentially having their own unique set of causes and consequences (e.g., Costa & McCrae, 1980; Hart, 1994; Hart, Wearing & Headey, 1994; Headey, Glowacki, Holmstrom & Wearing, 1985; Headey & Wearing, 1992).

The Cognitive-Relational Approach

The cognitive-relational theory developed by Lazarus and his colleagues (e.g., DeLongis, Folkman & Lazarus, 1988; Lazarus & Folkman, 1984) is a transactional theory that can be applied to
all domains of a person’s life, and can be used to explain the positive and negative responses that people have to their environment. Based on this approach, stress has been variously defined as a multivariate process (Lazarus, 1990) or term for an area of study (Lazarus, DeLongis, Folkman & Gruen, 1985). However, these definitions have been criticized for being too vague and, in themselves, provide no information about the sorts of variables or relationships that should be considered important. This definitive approach contrasts with other transactional theorists, like Cox (1978) and McGrath (1970), who have defined stress as the imbalance between people’s perceived environmental demands and their perceived ability to cope with these demands. Although this definition is more precise, it still fails to convey the true dynamic nature of stress.

The major contribution of the cognitive-relational theory is not the way in which it defines stress, but its introduction of the notion that the interdependent processes of appraisal and coping mediate the relationship between a person’s environment and his or her adaptational outcomes. Adaptation refers to the continual interplay between appraisal and coping, and is the process through which people manage their environment to maintain an optimum level of physical, psychological and social well-being. The outcomes of this process have been operationally defined as positive and negative affect (Kanner, Coyne, Schaefer & Lazarus, 1981), as well as anxiety, depression, perceived social competence, and general self-worth (Kanner, Feldman, Weinberger & Ford, 1991), but may also include other indicators of psychological well-being, somatic health, and social functioning (Lazarus, 1990; Lazarus et al., 1985).

According to the cognitive-relational approach, people’s experience of their environment is mediated through appraisal. Appraisal is a cognitive process through which people constantly monitor the conditions in their environment to determine whether these conditions are likely to have consequences for their well-being (referred to as primary appraisal), and if so, what can be done about it (referred to as secondary appraisal). When environmental conditions are appraised as being potentially harmful, beneficial, threatening, or challenging, people will interpret the conditions as having consequences for their well-being and, therefore, this will result in the use of coping processes (Folkman & Lazarus, 1988).

Coping processes refer to the cognitive or behavioral efforts that people bring into play in an attempt to alter their environment (e.g., problem-focused coping) or manage their emotions (e.g., emotion-focused coping). This definition of coping has been widely accepted (Latack & Havlovic, 1992), and emphasizes the importance of what people actually do to cope or deal with a stressful situation, whether it is effective or not. In other words, there is a recognition that people sometimes engage in coping strategies that may actually make matters worse.

For example, when people are confronted with a situation that is potentially harmful or threatening to their well-being they may engage in a range of coping strategies, such as logically analyzing the problem, planning what to do, and doing things that will actually address or remove the problem. These types of strategies all have a focus on dealing with the problem or situation at hand. Additionally, people may also engage in coping strategies such as denying the seriousness of the situation, trying to convince themselves that the problem will go away of its own accord, using relaxation techniques to reduce anxiety or tension, or turning to alcohol, tobacco and other substances to help manage their emotional response. Although, in some circumstances, these strategies may be beneficial in helping people to manage their emotions, they do not manage or deal with the stressful situation. Consequently, when people adopt coping strategies that focus almost exclusively on managing their emotions, the initial problem will not be addressed and may sometimes become worse.

Focusing on what people actual do when they attempt to cope or deal with a stressful situation is quite different from the focus that is sometimes placed on the availability of coping resources. Coping resources can be defined as any characteristic of the person or the environment that can be used during the coping process. For example, people’s levels of self-esteem and their social support networks are resources that could be drawn upon to help them manage or deal with stressful situations (see Kahn & Byosiere, 1992, for a review of the relationship between self-esteem, social support, and occupational stress). In some circumstances, however, people may have access to coping resources that they choose not to use. This highlights the distinguishing feature between coping processes and coping resources. Coping processes refer to what people actually do, rather than the resources that may be available to them. To further emphasize this distinction, it is sometimes helpful to use the term ‘coping strategies’ instead of coping processes.

The notion that people use a broad range of coping strategies when faced with stressful situations is widely accepted (further information on the types of different coping strategies can be found in Carpenter, 1992; Carver, Scheier & Weintraub, 1989; Zeidner & Endler, 1996). Some research suggests, however, that the extent to which one strategy is used over another varies across situations (e.g., Folkman, Lazarus, Gruen & DeLongis, 1986), and that different types of strategies might be effective as different stages of the stressful situation unfold (e.g., Folkman & Lazarus, 1985). This is
consistent with the view that emotion-focused strategies are effective when people have little control over the situation, particularly during the early stages of a stressful situation, and that problem-focused strategies are effective when the situation is amenable to change (Auerbach, 1989). Nevertheless, this view has not always been supported (e.g., Conway & Terry, 1992). Others suggest that the effects of different coping strategies remain much the same, irrespective of the situation. Several studies have found, for example, that the use of problem-focused strategies tends to be adaptive or beneficial to well-being, whilst the use of emotion-focused strategies tends to be maladaptive or harmful to well-being, when used to deal with a broad range of stressful situations (e.g., Headey & Wearing, 1990; Holahan & Moos, 1986). Again, these findings have not always been replicated (e.g., Bolger, 1990).

These apparent discrepancies may well demonstrate the complexity of the coping process, as well as the infancy of the coping literature (Folkman, 1992). For example, there are problems associated with the conceptualization and measurement of coping (Stone, Kennedy-Moore, Newman, Greenberg & Neale, 1992; Zeidner & Endler, 1996), as well as an ongoing debate regarding the extent to which coping is either a trait or a state (e.g., Bolger, 1990; McCrae & Costa, 1986; Terry, 1994). Moreover, occupational stress research has tended to focus on coping strategies that were initially identified through studies in the areas of clinical and health psychology (e.g., avoidance, denial, logical analysis, wishful thinking). It is possible, however, that in the area of occupational stress, it would be more appropriate to take a broader approach, and include job skills, training, and knowledge as part of the coping repertoire that employees can draw upon when dealing with stressful situations. Notwithstanding the need to resolve these issues, it is clear that when faced with a stressful situation, the outcome of the coping process will influence people’s subsequent appraisal (referred to as reappraisal) of their environmental conditions (Lazarus, 1990) and, ultimately, their adaptational outcomes (Bolger, 1990). Since the effects of coping are always mediated through appraisal, however, cognition is considered the linchpin that ‘actively negotiates’ between a person and his or her experience of the environment (Lazarus, 1993, p. 6).

The Dynamic Equilibrium
Theory of Stress

Although the cognitive-relational approach has been one of the dominant theories of stress since the early 1980s, it has been called into question for discounting the role that enduring personality characteristics (Costa & McCrae, 1990) and emotions (Worrall & May, 1989) play in the stress process (cf. Lazarus, 1993). The dynamic equilibrium theory of stress proposed by Hart et al. (1993, 1994; cf. Headey & Wearing, 1989) deals with these concerns by integrating the perceived quality-of-life literature (e.g., Headey & Wearing, 1992) with the cognitive-relational approach. According to the dynamic equilibrium theory, stress results from a broad system of variables that include personality (e.g., Costa & McCrae, 1980) and environmental (Michela, Lukaszewski & Allegrante, 1995) characteristics, coping processes (e.g., Bolger, 1990), positive and negative experiences (e.g., Hart, 1994; Kanner et al., 1981), and various indices of psychological well-being (e.g., Diener, 2000; George, 1996). As noted by Lazarus (1990), stress cannot be located in any one of these variables. Rather, stress occurs when a state of disequilibrium exists within the system of variables relating people to their environments, and only when this state of disequilibrium brings about change in people’s normal (i.e., equilibrium) levels of psychological well-being. This suggests that stress is a relatively abstract construct that cannot be assessed directly. Instead, stress can only be understood by assessing a complex system of variables, and establishing how these variables relate to one another over time.

Drawing on a considerable body of empirical evidence, it is argued that separate positive and negative affectivity paths underpin the relations that link the stable (trait) and situational (state) components of these variables (Hart et al., 1995; cf. George, 1996). The terms positive and negative affectivity refer to the general emotional orientation that appears to underpin these variables. It has been shown, for example, that the enduring personality constructs of neuroticism and extraversion are related to life experiences (Headey & Wearing, 1989; Magnus, Diener, Fujita & Pavot, 1993), coping processes (Bolger, 1990; McCrae & Costa, 1986), and perceived quality-of-life indices (Costa & McCrae, 1980). Different patterns of association often emerge, with neuroticism correlating more strongly with negative life experiences, emotion-focused coping, and indices of psychological distress (e.g., negative affect), while extraversion correlates more strongly with positive experiences, problem-focused coping, and indices of well-being (e.g., positive affect).

These findings demonstrate that neuroticism and extraversion are more than a mere methodological nuisance (Spector, Fox & Van Katwyk, 1999; Williams, Gavin & Williams, 1996). They are an informative and important part of the process that enables people to interpret and respond to their environment. Since neuroticism and extraversion are almost completely stable over long periods of time (Costa & McCrae, 1989), it follows, as a logical consequence of their links with life experiences, coping processes, and indices of psychological...
well-being, that these constructs must also exhibit a degree of temporal stability that can be predicted on the basis of a person’s personality characteristics (Hart, 1999; Headey & Wearing, 1989; Staw & Ross, 1985). This implies that each of these constructs has a stable (equilibrium) and situational (change from equilibrium) component.

Moreover, enduring personality characteristics determine, in part, the psychological meaning that a person may ascribe to an event (Brief, Butcher, George & Link, 1993). This does not mean that people’s subjective experience of their environments and their coping processes are necessarily benign or mere reflections of personality. Several studies have shown that coping processes (e.g., Bolger, 1990), life experiences (e.g., Headey & Wearing, 1989), and daily work and nonwork experiences (e.g., Hart, 1999) make additional contributions to psychological well-being.

The dynamic equilibrium theory has important implications for the way in which occupational stress is viewed. For example, it is commonly believed, by researchers and the lay community alike, that police are among the most stressed of all occupational groups (e.g., Gaines & Jermier, 1983); a view that is intuitively appealing given the dangerous and unsavory aspects of police work that are portrayed in the media. According to the dynamic equilibrium theory, however, a police officer may dislike some aspects of their work, such as attending a fatal road accident or dealing with traumatized victims, but this does not necessarily mean that the tasks are, in themselves, stressful. When confronted with these ‘unsavory’ aspects of police work, an officer may report feeling anxious or find it difficult to cope with the experience. Given that stress is sometimes viewed as an imbalance between perceived demands and the ability to cope with those demands (Cox, 1978; Lazarus, 1990; McGrath, 1970), and often assessed in occupational settings with anxiety or other psychological distress measures (Newton, 1989), these experiences would generally be considered stressful. The dynamic equilibrium theory of stress suggests, however, that these scenarios cannot be construed as ‘stressful’ unless the experiences represent a deviation from the officer’s normal pattern of experiences and they bring about change in his or her equilibrium levels of psychological well-being. It is a reasonable and normal reaction for police, as with any other occupational group, to report feeling uncomfortable or express difficulty with some aspects of their work. This, in itself, however, is not sufficient to infer that a police officer is experiencing stress or that police work is necessarily stressful. In fact, there is some evidence to suggest that the levels of psychological well-being among police officers are generally more favorable than those reported for other occupational groups (Hart et al., 1995) and, like many other occupational groups, police officers’ levels of psychological well-being are determined more by nonwork, rather than the work domains of their lives (Hart, 1999).

TOWARD AN ORGANIZATIONAL HEALTH FRAMEWORK

One of the key strengths of the dynamic equilibrium theory of stress is that it can be applied to all domains of an employee’s life. This has considerable benefit, for example, in helping to guide research into the relationship between the work and nonwork domains of employees’ lives (e.g., Hart, 1999). However, one of the main limitations of an occupational stress theory that applies to all domains of an employee’s life, is that it can become incidental to the mainstream work psychology literature. In other words, it may lead to occupational stress being viewed as a topic that is primarily concerned with general health issues, rather than a topic that is integrally linked to the ongoing viability and profitability of work organizations. This is a serious problem facing many of the approaches to occupational stress, and we believe that one of the ways to address this problem is to focus more attention on the concept of organizational health.

The concept of organizational health differs from many of the traditional approaches to occupational stress in two important ways. First, it emphasizes the need to simultaneously focus on employee well-being and an organization’s ‘bottom-line’ (Cox, 1992; Griffin, Hart & Wilson-Evered, 2000). By ‘bottom-line’ we mean the performance of an organization in terms of its financial, social, and environmental responsibilities. Ultimately, its performance in these areas will affect its ongoing health and viability as a business or work organization. A fundamental requirement for most organizations that wish to improve their ‘bottom-line,’ however, is the need to develop appropriate structures and processes that will reduce occupational stress and, at the same time, enhance employee satisfaction and performance. From this viewpoint, the organizational health perspective recognizes the fact that having happy and satisfied employees is of little value to an organization unless employees are also performing efficiently and productively. Likewise, having an efficient and productive organization is of little value if this is achieved at the expense of employee well-being. Although this view is intuitively appealing, research and practice in the area of occupational stress has rarely focused simultaneously on employee well-being and organizational performance (cf. Wright & Cropanzano, 2000b).

Second, the organizational health perspective recognizes that employee well-being and organizational performance are both influenced by a
combination of individual and organizational characteristics. This view is consistent with a range of studies that have linked personality (e.g., Barrick & Mount, 1991), coping processes (e.g., Judge, Thoresen, Pucik & Welbourne, 1999), organizational climate (Michela et al., 1995), and work experiences (e.g., Hart et al., 1995), to various indices of psychological well-being and performance. In fact, a range of different individual and organizational characteristics has been included in the major process theories of occupational stress (e.g., Cooper, 1998). The emphasis placed on organizational characteristics, however, means that the organizational health perspective requires the development of multilevel approaches to occupational stress. This is an important departure from traditional approaches to occupational stress, given that it is typically conceptualized at the individual level of analysis.

The organizational health approach to occupational stress is shown diagrammatically in Figure 5.1. As indicated by this diagram, we believe that individual and organizational factors contribute to employee well-being, which in turn, contributes to organizational performance. Individual and organizational characteristics also have a direct link to organizational performance. The model also allows for a number of reciprocal relationships or feedback loops. For example, there is a reciprocal relationship between individual and organizational characteristics. By ‘organizational characteristics’ we mean both the objective aspects of an organization’s environment (e.g., resources and structure), as well as employees’ subjective experience of that environment (e.g., organizational climate and work experiences). By ‘individual characteristics’ we mean those factors that are typically associated with individual differences among employees, such as their personalities and coping processes, as well as their individual attitudes and behaviors. Given these broad definitions, it is reasonable to assume that there would be some reciprocity in the relationship between individual and organizational characteristics (e.g., Headey et al., 1985).

It is also necessary to include feedback loops from employee well-being and organizational performance to individual and organizational performance to individual and organizational characteristics. For example, the cognitive-relational theory of stress uses the concepts of primary, secondary, and reappraisal to explain the continual interplay between how a person might feel at any given point in time, and the way in which they will perceive and respond to their environment (Lazarus & Folkman, 1984). Moreover, it is quite feasible that an organization’s performance will influence the quality of its work environment, as well as the attitudes and behaviors of its employees.

The organizational health model shown in Figure 5.1 also shows that the relationship between individual and organizational characteristics on the one hand, and employee well-being and performance on the other, operates in a broader context. The nature of this broader context varies, depending on the level of analysis that is applied to the core elements of the model. For example, if the core elements of the model were applied to a particular work team, then the policies and practices of the wider organization will form part of the context in which the work team must operate. If the core elements of the model were applied to the organization as a whole, however, then other factors, such as government policies, regulatory authorities, and the marketplace, will make up the broader context in which the organization operates. At another level
again, if the core elements of the model were applied to a series of organizations or occupational groups in a particular country, then factors, such as ethnicity, culture, and globalization, become an important part of the context in which these organizations or occupational groups operate.

One of the pitfalls with the model shown in Figure 5.1 is that it can be seen as providing an overly simplistic view of occupational stress. However, we believe that it is important to distinguish between macro and micro approaches to the study of occupational stress. The main strength of the organizational health model shown in Figure 5.1 is that it provides a broad (i.e., macro) theoretical framework that can be used to guide research and practice in the area of occupational stress. For example, this model has been used extensively over the past decade to guide the development of policies and programs aimed at reducing occupational stress and improving performance in a wide variety of Australian private and public sector organizations (e.g., Griffin et al., 2000; Hart, Griffin, Wearing & Cooper, 1996). Similar work has also occurred in other countries and cultural settings (Murphy & Cooper, 2000; Williams & Cooper, 1994).

Moreover, the organizational health framework can be used to guide theory-driven research that (a) helps to unify the different, and often competing, approaches to the study of occupational stress, (b) encourages the development of stronger links between the study of occupational stress and other areas of work psychology, and (c) leads to occupational stress research that demonstrates a clear link to ‘bottom-line’ performance and, therefore, has greater relevance to work organizations. This framework also enables research to be conducted at a very broad (i.e., macro) or relatively specific (i.e., micro) level. For example, it is possible to address broad research questions about the relationships among the four core elements shown diagrammatically in Figure 5.1, or to focus on any one of these elements and address questions such as the one recently posed by Kasl (1998) about the need to develop a taxonomy of relevant organizational characteristics.

Although the organizational health approach to occupational stress was first introduced during the late 1980s (Cox, 1988), the concept has received relatively little empirical attention. For example, a search of the PsychLit database showed that only 48 scientific articles have been published during the 1990s and indexed with the term ‘organizational health.’ There have also been relatively few books published on the topic (cf. Cooper & Williams, 1994; Murphy & Cooper, 2000). Nevertheless, there has been considerable research in the occupational stress, quality of life, and broader work psychology literatures that can be used to inform our current understanding of the organizational health model, and identify the key issues that need to be addressed in future research.

---

**Structure of Employee Well-Being**

One of the first issues that must be addressed in order to understand the organizational health framework is to develop a coherent model that defines the components and structure of employee well-being. It is necessary, for example, to develop a model that includes cognitive and affective components, positive and negative components, as well as individual and group components. By understanding how each of these components relates to the broader construct of employee well-being, we will be in a much better position to develop and test theories about the causes and consequences of organizational health.

With some notable exceptions (e.g., Burke, Brief, George, Roberson & Webster, 1989), the structure of employee well-being has received little empirical attention in the occupational stress and work psychology literatures. Quality-of-life researchers, however, have long been interested in the structure of psychological well-being (e.g., Diener, 2000), and their efforts can be used to inform our understanding of employee well-being. In the quality-of-life literature, for example, it is generally accepted that psychological well-being includes both affective and cognitive components. The affective component is often characterized by the two broad dimensions of positive and negative affect (Watson, 1988), whereas the cognitive component is associated with life satisfaction and satisfaction with various life domains (Pavot & Diener, 1993).

Since the early work of Bradburn (1969), perceived quality-of-life researchers have made a distinction between the positive and negative dimensions of psychological well-being. Strong empirical support has been found for the notion that a person’s emotional experience can be explained by the two conceptually independent dimensions of positive and negative affect (Agho et al., 1992; Diener & Emmons, 1985; Headey & Wearing, 1992; Watson & Tellegen, 1985). Positive affect is a pleasurable emotional state characterized by terms such as enthusiasm, energy, mental alertness, and determination, whereas negative affect refers to the subjective experience of distress and includes emotional states such as anger, anxiety, fear, guilt, and nervousness (Watson, 1988).

Although job satisfaction has sometimes been equated with positive affect (e.g., Edwards, 1992), a growing number of work-related studies have called this view into question and support the quality-of-life literature. For example, Agho et al. (1992) found that job satisfaction was distinct from dispositional measures of positive and negative affect. Brief and Roberson (1989) investigated the extent to which three different measures of job satisfaction were affectively or cognitively laden, and found that one of the most commonly used job satisfaction questionnaires, the Minnesota
Satisfaction Questionnaire (Weiss et al., 1967), was predominantly cognitive in nature. More recently, Hart (1994, 1999) found empirical support for the notion that people make a judgment about their overall levels of job satisfaction by weighing up their good and bad experiences. These findings are consistent with the fact that job satisfaction is typically measured on scales that range from ‘extremely dissatisfied’ to ‘extremely satisfied’, and as such, embrace both positive and negative dimensions.

The tendency for people to respond more toward the positive end of job satisfaction scales may have tempted some researchers to equate job satisfaction with positive affect (e.g., Edwards, 1992). Job satisfaction, however, is actually an umbrella construct that refers to the summary judgments that employees make about how satisfied they are with their positive and negative experiences. Given that job satisfaction differs conceptually and empirically from positive affect, it is not appropriate to distinguish between psychological distress and job satisfaction when investigating the positive and negative dimensions of employees’ well-being. The bipolar nature of job satisfaction means that it will be confounded to some extent with measures of psychological distress, rather than forming an independent positive dimension. A more appropriate distinction can be made between psychological distress and morale.

Smith (1966) has referred to morale as a group phenomenon that exists when there is persistence and energy, enthusiastic striving, cohesion, and cooperation. Although morale is often viewed as a group phenomenon, a growing number of researchers recognize that the individual experience of morale is psychologically more meaningful (Doherty, 1988; Evans, 1992; Lazarus & Folkman, 1984). Taking this phenomenological approach, Hart, Wearing, Conn, Carter & Dingle (2000) defined morale as the energy, enthusiasm, team spirit, and pride that employees experience as a result of their work. These adjectives mirror Smith’s description of morale, and are similar to those used by Watson (1988) in defining positive affect. In terms of our understanding about the structure of employee well-being, the concepts of psychological distress and morale can be considered analogous to positive and negative affect, in that they represent the aversive and pleasurable emotional states that people experience as a result of their work (Hart, 1994). Accordingly, we believe that the concepts of job satisfaction, psychological distress, and morale form a three-dimensional model of employee well-being that is consistent with the views held in the quality-of-life literature.

In terms of developing a coherent model of employee well-being, however, it is important to focus attention on the appropriate level of analysis. For example, George (1990) introduced the concept of group affective tone. This was based on the premise that between-group differences could be found in employees’ aggregate levels of affect. However, George’s approach to group affective tone was largely a methodological one, in which individual affect scores were aggregated to provide a group level variable. This means that group affective tone was merely an aggregation of how the individual employees in a workgroup actually felt.

At a conceptual level, however, we believe that it is the experience of group affective tone that is more meaningful to employees. In other words, rather than merely aggregating the way in which individual employees feel in themselves, group affective tone should be conceptualized as an employee’s experience of the emotional tone of his or her particular workgroup. As demonstrated by Griffin et al. (2000), for example, it is meaningful to distinguish between the levels of energy and enthusiasm that individual employees actually feel in themselves, and the extent to which they believe there is a sense of energy and enthusiasm among their workgroup. Although this means that employees in the same workgroup could experience group affective tone differently, we expect that it would operate much more like a group level variable (i.e., greater between-group variance) than would a simple aggregation of individual employees’ levels of affect. From this perspective, it is possible to conceive of psychological distress and morale as operating at two levels of analysis (e.g., Hart et al., 1996). This is shown diagrammatically in Figure 5.2.

As shown in Figure 5.2, we believe that occupational well-being has five core components. First, there are individual morale and individual distress, which operate at the individual level of analysis, and are akin to definitions of positive and negative affect. Second, there are workgroup morale and workgroup distress, which operate more at the group level of analysis, and refer to employees’ experience of the workgroup’s positive and

---

Figure 5.2 A model of employee well-being

(+′ indicates a positive relationship; −′ indicates a negative relationship)
negative emotional tone. Although these are not entirely group-level variables, we would expect to find considerably more between-group variation in workgroup distress and workgroup morale, than we would in individual distress and individual morale (cf. Van Yperen & Snijders, 2000). Moreover, we would expect the individual and workgroup variables to have different causes and consequences. For example, we would expect team- and workgroup-oriented variables (e.g., organizational climate) to have a stronger influence on workgroup distress and morale, but individual difference variables (e.g., personality) to have a stronger influence on individual distress and morale. Third, job satisfaction is a cognitively oriented variable that reflects employees’ judgments about how satisfied they are with their current work situation. This component of employee well-being is viewed as a summary judgment that results from the positive and negative emotional experiences associated with an employees work. It also reflects employees’ individual experiences and their experience of the workgroup’s emotional tone.

**Organizational Characteristics**

The distinctions we have made in our proposed model of employee well-being between the cognitive and emotionally laden variables, the positive and negative emotionally oriented variables, as well as between the individual and group-level variables, can also be applied to the way in which we think about organizational characteristics. For example, a long-standing criticism of the occupational stress literature is that there has been a reliance on emotionally laden constructs when investigating the relationship between organizational stressors and psychological distress (Brief, Burke, George, Robinson & Webster, 1988; Kasl & Rapp, 1991). This criticism could, in part, be dealt with by focusing on the cognitively oriented construct of organizational climate (Schneider, 1990). This raises questions, however, about the nature of the relationship between organizational climate and organizational stressors.

Turning first to the concept of *stressors*, this is an emotionally laden concept that reflects the attributions employees make about the source of their distress. Stressors can refer to a wide variety of environmental conditions or situations that affect the well-being of employees (Hurrell et al., 1998). When completing a stressors scale, for example, employees are typically asked to consider a number of organizational or job characteristics and to rate the level of distress that has been associated with each characteristic (e.g., Karasek, Brisson, Kawakami, Houtman, Bongers & Amick, 1998; Williams & Cooper, 1998). The vast majority of occupational stress studies have focused on chronic stressors. These can be defined as the sources of distress that persist over long periods of time (e.g., problematic leadership styles, communication difficulties, conflict with coworkers, and difficulties balancing home and work life). Although the concept of daily hassles has typically been viewed differently (Wheaton, 1994), recent evidence suggests that daily work hassles also tend to be enduring over time and, therefore, operate much like chronic stressors (Hart, 1999). Other common approaches to the concept of stressors have included a focus on acute, critical or traumatic events (e.g., Anshel, Robertson & Caputi, 1997; Sewell, 1983), and an emphasis on concepts such as role ambiguity, role conflict, and role overload (e.g., Beehr, 1995; Jackson & Schuler, 1985). Moreover, a distinction has often been made between the generic stressors that are relevant to most occupational groups and the stressors that are peculiar to the occupational group under investigation (Hart et al., 1994).

The different approaches to the conceptualization of stressors share one thing in common. They all focus on the negative work experiences that are believed to influence employee well-being. This common theme fails to recognize, however, that positive experiences also play a role. According to the cognitive-relational theory of stress, for example, employees can appraise their environmental conditions or situations in either positive (i.e., potentially beneficial to well-being) or negative (i.e., potentially harmful to well-being) terms (DeLongis et al., 1988; Lazarus & Folkman, 1984). This view is consistent with several studies in the quality-of-life literature showing that positive and negative life events make independent contributions to people’s overall levels of psychological well-being (e.g., Headey & Wearing, 1989).

The role of positive work experiences has received little empirical attention in the occupational stress literature. Nevertheless, there is some evidence to suggest that positive and negative work experiences are largely uncorrelated, and contribute differently to employee well-being. It has been found, for example, that negative work experiences tend to contribute to indices of psychological distress, but not to morale, whereas positive work experiences tend to contribute to morale, but not to psychological distress (Hart, 1994; Hart et al., 1995). It has also been found that positive and negative work experiences contribute independently, and sometimes equally, to employees’ levels of job satisfaction (Hart, 1999). These results demonstrate the importance of taking into account both positive and negative experiences when investigating the determinants of employee well-being.

Another theme that is common to the different conceptualizations of stressors, is that an emphasis has often been placed on occupational experiences...
(e.g., Hurrell et al., 1998; Sauter & Murphy, 1995). This may reflect the fact that general organizational experiences, such as those associated with leadership, coworker relations, decision making, and goal setting, are relevant to employees in most work organizations. It may also reflect the view, however, that organizational experiences influence employee well-being much more than stressors that are peculiar to the job or occupational group under investigation. This view has even been supported in reputedly high-stress occupations such as police work (e.g., Hart et al., 1995) and teaching (e.g., Borg, 1990), which highlights the central role of organizational climate (e.g., Griffin et al., 2000; Hemingway & Smith, 1999; Michela et al., 1995).

Organizational climate refers to the perceptions that employees have about the way in which their organization functions (James & McIntyre, 1996). As noted by Griffin et al. (2000), this means that organizational climate has two components. It involves the organizational structures and processes that are part of everyday organizational activity, as well as individual employees’ perceptions of these activities. We believe that one of the key differences between organizational climate and organizational stressors, however, is that perceptions of organizational climate do not have an emotional overtone. In other words, organizational climate is not related to how people feel about their organizational experiences. It is merely a judgment or description about what is happening in the organization (Hart et al., 2000). This is why we believe that organizational climate is a cognitively, rather than emotionally oriented variable.

Moreover, organizational climate can be used at the individual and group levels of analysis (Schneider, 1990). It is reasonable to expect that the focus on organizational structures and processes will mean that organizational climate has clear between group differences. This is consistent with the view that individual difference variables, such as personality, will have a stronger influence on organizational stressors than on perceptions of organizational climate. This is largely due to the fact that the concept of organizational stressors has a strong emotional overtone, and considerable evidence suggests that this emotional component is influenced, to a large extent, by personality characteristics, such as neuroticism (e.g., Costa & McCrae, 1990).

Given that there are meaningful differences between organizational climate and organizational stressors, we believe that it is important to include both in the study of occupational stress (e.g., Hemingway & Smith, 1999). It is also important, however, to focus on employees’ positive and negative emotionally laden experiences. Accordingly, we believe that there are three core components that underpin employees’ organizational experiences, and that each of these components will relate differently to indices of employee well-being. Although there has been substantial research into the role of negative emotionally laden experiences (i.e., stressors), relatively little research has been conducted into the role of positive emotionally laden experiences and organizational climate. Moreover, little has been done to establish a taxonomy of the types of organizational experiences that should be included as part of these three core constructs (Kasl, 1998).

**Personal Characteristics**

There are a number of different personal characteristics that are relevant to the organizational health model shown in Figure 5.1. For example, a large volume of literature exists about the direct, indirect, and moderating effects that coping (e.g., Cartwright & Cooper, 1996; De Rijk, Le Blanc, Schaufeli & de Jonge, 1998), locus of control (e.g., Spector, 1998), hardness (Cox & Ferguson, 1991), Type A Behavior (e.g., Granster, 1987; Lee, Ashford & Jamieson, 1993), and self-esteem (Jex & Elacqua, 1999) have on the stressors and strain relationship (Kahn & Byosiere, 1992). One area that has received little empirical attention, however, is the role of the Big Five personality characteristics (Costa & McCrae, 1989). The Big Five has become a dominant theme in the personality literature, and provides an integrated framework that can be used to examine the role that dispositional factors play in determining organizational health. The Big Five refers to the personality characteristics of neuroticism, extraversion, openness, agreeableness, and conscientiousness. In the occupational stress literature, there has been considerable interest in the role of neuroticism (also known as dispositional negative affectivity, Costa & McCrae, 1990) and, to a lesser extent, extraversion, but there has been very little interest in the role of openness, agreeableness, and conscientiousness.

Neuroticism refers to a person’s tendency to focus on the negative aspects of themselves and his or her environment (Costa & McCrae, 1989). It has also been referred to as a mood-dispositional dimension that reflects a person’s tendency to experience negative emotions (Watson, 1988). It is not surprising, therefore, that strong relationships have been found between neuroticism and other variables, such as coping, negative work experiences (i.e., stressors), and various indices of psychological distress (e.g., Hart et al., 1995; Moyle, 1995). The strength of these relationships has raised concerns about whether neuroticism is merely a methodological nuisance or really has substantive effects (Burke et al., 1993; Spector et al., 1999; Williams et al., 1996). This is a difficult question that is still yet to be resolved. Nevertheless, it is
important to control for neuroticism in any studies that are concerned with establishing the relationships between negative emotionally laden variables (Brief et al., 1989; Costa & McCrae, 1990). This is necessary to ensure that reported relationships do in fact exist, and are not merely a methodological or substantive artefact of neuroticism or dispositional negative affectivity.

Extraversion refers to a person’s tendency to be active, talkative, person-oriented, optimistic, fun-loving, and affectionate (Costa & McCrae, 1989). In general terms, it can be characterized by three related, but separate components. These include the extent to which a person prefers to engage in social interaction (e.g., gregariousness), the extent to which a person is predisposed to display interpersonal warmth (e.g., empathy), as well as the extent to which a person tends to have a positive outlook and experience positive emotions (e.g., positive affectivity). This does not mean, however, that extraversion and dispositional positive affectivity are the same constructs. Although positive affectivity is a component of extraversion, extraversion is considered to be a much broader construct that includes aspects of gregariousness and interpersonal warmth.

As noted earlier in this chapter, a considerable body of research in the quality-of-life literature has shown that extraversion is related to problem-focused coping, positive life experiences, and indices of psychological well-being (e.g., Headey & Wearing, 1989; Magnus et al., 1993). Similar results have also been found in occupational stress studies (Hart, 1999; Hart et al., 1995; cf. George, 1996). Overall, this body of evidence suggests that extraversion should be included as a matter of routine in occupational stress studies that are concerned with establishing the relationships between positive emotionally laden variables. As with the negative affectivity literature, however, a question remains as to whether the influence of extraversion is methodological or substantive in nature.

The role of agreeableness, openness, and conscientiousness in determining employee well-being is less clear. It is possible to theorize about potential relationships, but the paucity of empirical evidence means that it is difficult to argue a firm position. For example, agreeableness refers to a person’s predisposition to be compliant and cooperative, as well as being someone who is easy to get along with (Costa & McCrae, 1989). Accordingly, people who tend to be more agreeable may experience less conflict with their supervisors and coworkers. If this were the case, it is likely that they would experience a more positive organizational climate, fewer interpersonal stressors and, ultimately, better levels of well-being (Michela et al., 1995).

Employees who are high on openness tend to be open to new ideas and experiences (Costa & McCrae, 1989). This may predispose them to participate in meetings or volunteer to serve on committees. However, employees who are high on openness also tend to be dreamy and artistic. In some contexts, these attributes may not be valued or may even be actively discouraged. In these circumstances, employees who exhibit more openness behaviors may feel uncomfortable and withdraw from work situations that involve meetings or committees. This may result in less favorable views about organizational climate and, subsequently, poorer levels of well-being.

There is some evidence to suggest that conscientiousness is more likely to be related to performance than to employee well-being (Barrick & Mount, 1991; Miller, Griffin & Hart, 1999). However, this could be due to the fact that employee well-being has generally been equated with job satisfaction and psychological distress. By including the concept of morale in definitions of employee well-being, it may be possible to find stronger links with conscientiousness. Employees’ enthusiasm for their work is one of the key components of morale (Hart et al., 2000; Organ, 1997). Moreover, conscientiousness refers to a predisposition to be dutiful, dedicated, thorough, and persistent (Costa & McCrae, 1989). It is possible that employees who display these characteristics are more likely to be enthusiastically engaged in their work.

It is apparent that the Big Five personality characteristics are likely to play an important role in the organizational health framework shown in Figure 5.1. Some characteristics, such as neuroticism and extraversion, are more likely to influence employee well-being, whereas other characteristics, such as conscientiousness, are more likely to contribute to organizational performance. Nevertheless, there is relatively little empirical evidence in the occupational stress literature about the role of the Big Five personality characteristics. Moreover, it is not known whether the Big Five personality characteristics provide additional predictive power, or merely account for the effects of other personality constructs such as Type A Behavior, locus of control, and self-esteem, in determining employee well-being.

**Organizational Performance**

In terms of the organizational health framework, the notion of organizational performance should be considered quite broadly. Relatively few occupational stress theories have explicitly addressed the relationship between employee well-being and performance, with most theories focusing on ill-health as the ultimate outcome (e.g., Cooper, 1998). It is generally assumed, however, that ill-health
testing the organizational health framework

There are many different ways in which research into the organizational health framework can be carried forward. One possible way is through the research model shown in Figure 5.3. Although this model integrates many of the key variables that have been discussed throughout this chapter, it is not meant to represent an exhaustive list of occupational stress variables, nor do we intend it to reflect all of the variables that are considered central to the organizational health framework. Its main purpose is to serve as a heuristic model that illustrates how we can generate and test competing hypotheses about organizational health.

The model draws on the cognitive-relational (e.g., Lazarus & Folkman, 1984) and dynamic equilibrium (e.g., Hart, 1999) theories of stress, as well as our earlier discussion about the structure of employee well-being and organizational experiences. The traditional stressors and strain approach is also embedded within this model, but in its most elementary form, can be explained by just two of the 16 variables (i.e., negative work experiences and distress). This demonstrates how limiting the stressors and strain approach has become in helping us to understand the causes and consequences of occupational stress.

The model suggests that organizational climate plays a central role in determining employee well-being (Griffin et al., 2000; Michela et al., 1995). This reflects the view that employees will engage in coping processes when exposed to the conditions and situations in their organizational environments. Moreover, the organizational environment and employees' coping processes will influence the way in which employees appraise their work experiences in positive or negative terms (Hart et al., 1995). This is consistent with Lazarus's (1990) view that coping processes influence people's reappraisal of their environmental conditions, and that measures of positive and negative experiences (e.g., hassles and uplifts; Hart, 1999) reflect these reappraisals, rather than the initial conditions or situations that triggered the coping response. It is the organizational environment, as well as employees' positive and negative experiences associated with this environment that, ultimately, influences employee well-being (Hemingway & Smith, 1999). The model also reflects the positive and negative affectivity paths that are typically thought to underpin the relationships between neuroticism, emotion-focused coping, negative work experiences, and distress, on the one hand, and extraversion, problem-focused coping, positive work experiences, and morale, on the other (e.g., Costa & McCrae, 1980; Hart, 1999; Headey & Wearing, 1992; cf. George, 1996). Although no specific links
Figure 5.3  Example of an organizational health research model (‘+’ indicates a positive relationship; ‘-’ indicates a negative relationship. Dotted lines indicate possible relationships that are expected to be comparatively weak.)
to organizational performance have been specified, the model allows for this possibility. Based on our discussions throughout this chapter, the following propositions can be made about this model.

P1: Employee well-being includes both cognitive and emotional components, with the emotional component being further divided into separate positive and negative dimensions.

P2: The emotional component of employee well-being operates at the individual and workgroup levels of analysis.

P3: Employee well-being influences organizational performance.

P4: Positive and negative work experiences operate independently to determine employees’ levels of well-being, with negative work experiences having a stronger influence on distress and positive work experiences having a stronger influence on morale.

P5: Positive and negative work experiences contribute equally to job satisfaction.

P6: Organizational climate contributes equally to employees’ positive and negative work experiences.

P7: Organizational climate operates at the individual and workgroup levels of analysis.

P8: Coping processes partially mediate the relationship between organizational climate and employee’s positive and negative work experiences.

P9: Emotion-focused coping contributes to negative work experiences and problem-focused coping contributes to positive work experiences.

P10: Employees will engage in both emotion-focused and problem-focused coping processes to manage or deal with the conditions and situations in their organizational environment.

P11: Neuroticism contributes to emotion-focused coping, negative work experiences, and distress, whereas extraversion contributes to problem-focused coping, positive work experiences and morale.

P12: Neuroticism, extraversion, and organizational climate will exhibit more temporal stability than coping processes, positive and negative work experiences, and indices of employee well-being.

P13: Employee well-being, positive and negative work experiences, and coping processes will have both stable (i.e., equilibrium) and situational (i.e., deviations from equilibrium) components.

P14: Employees’ equilibrium levels of well-being can be explained by enduring personality characteristics, such as neuroticism and extraversion, and enduring characteristics of the organizational environment, as well as by their equilibrium patterns of work experiences and coping processes.

P15: Employees’ normal (i.e., equilibrium) levels of well-being can change, either positively or negatively, if a change occurs in their normal patterns of work experiences and coping processes.

P16: Stress occurs when there is a state of disequilibrium between employee well-being, work experiences, coping processes, and enduring personal and organizational characteristics, provided that this state of disequilibrium brings about change, either positively or negatively, in the employee’s normal levels of well-being.

P17: Stress cannot be expressed as a single variable.

P18: It is a normal and inevitable part of daily work life for employees to experience some degree of distress, and to dislike certain conditions and situations in their environment, but this does not necessarily mean that they are experiencing stress.

P19: Day-to-day fluctuations in employee well-being, work experiences, and coping processes are a normal part of day-to-day work life, and do not, in themselves, imply that an employee is stressed.

These propositions reflect a particular theoretical position that has been taken in relation to the model shown in Figure 5.3. We acknowledge, however, that in many cases alternate viewpoints can be argued. Also, we have not referred to other variables that we believe are important in helping us to understand occupational stress, nor have we addressed the potential moderating and interaction effects that may apply to this system of variables. It is our intention, however, that these propositions illustrate one potential starting point for theory-driven research that lends itself to a traditional hypothesis-testing approach. Moreover, these propositions highlight a number of methodological issues that have often been raised in relation to the study of occupational stress.

Methodological Considerations

First, the heuristic model shown in Figure 5.3 highlights the need for more large-scale studies in the area of occupational stress. The number of variables included in this model means that it could only be investigated with relatively large samples. Although it would be possible to examine different sections of the model in isolation, this would raise the possibility of a major limitation. One of the major concerns with nonexperimental methodologies is that it is often difficult, even with longitudinal data, to establish what is a causal, rather than spurious, relationship (Kessler & Greenberg, 1981). This is particularly true when self-report measures are used to
investigate variables that have some degree of conceptual overlap. In part, this is the problem that has underpinned much of the concern that has been raised about the negative affectivity bias in occupational stress research (e.g., Brief et al., 1988). Although not completely eliminating the problem, by including all relevant variables in a given study it is possible to minimize this limitation.

Second, in addition to using large samples of employees, consideration must be given to the hierarchical structure of the sample. A number of propositions refer to the possibility of considering variables at different levels of analysis. In order to investigate these propositions, it is necessary to sample sufficient workgroups to provide the necessary power for the planned analyses, as well as sampling sufficient employees within each workgroup to provide accurate estimates of the workgroup variables. This often involves the use of cluster sampling designs (e.g., Van Yperen & Snijders, 2000), which is an approach not often used in the occupational stress literature. The lack of cluster sampling designs is probably due to the fact that the vast majority of occupational stress studies have focused on the individual level of analysis. Moreover, analyzing data at different levels of analysis will require occupational stress researchers to make more use of hierarchical linear modeling techniques (e.g., Klein & Kozlowski, 2000).

Third, many of the propositions about the heuristic model cannot be investigated with cross-sectional data. Some propositions imply causal relations among the variables shown in the model, whereas other propositions refer to issues of stability and change. These propositions can only be investigated with longitudinal data that is obtained from the same employees at different points in time (e.g., Hart, 1999; Kessler & Greenberg, 1981; Schaubroeck, Ganster & Keenmer, 1996). Moreover, the analysis of longitudinal data, particularly when a large system of nonexperimental variables is involved, ideally requires the use of mathematical modeling procedures, such as structural equation analysis (e.g., Byrne, 1998).

Fourth, the model shown in Figure 5.3 is concerned with the relations among a large system of variables. Accordingly, the proper investigation of these relations will require the use of regression-based statistical procedures, such as multiple regression analysis (e.g., Cohen & Cohen, 1983), structural equation analysis (e.g., Byrne, 1998), and hierarchical linear modeling analysis (e.g., Klein & Kozlowski, 2000). These techniques will provide much greater insight into the nature of a relationship than can typically be obtained from procedures such as the analysis of variance. The value in using regression-based techniques also applies to the investigation of any moderating and interaction effects that may exist among the variables shown in Figure 5.3. Analysis of variance often requires the variables under investigation to be collapsed (e.g., dichotomized), and this can result in the loss of valuable information. Accordingly, it is often best to use the full range of information available on a set of variables, and to focus on reporting the strength of relationships and the amounts of variance explained by different effects, rather than reporting the results of significance tests that merely show whether or not an effect is present.

Fifth, an investigation of the model shown in Figure 5.3 requires that careful attention be paid to the issue of construct validity. There is a degree of conceptual overlap among many of the variables shown in the model. This type of conceptual confounding has been a source of much criticism in the occupational stress literature (e.g., Burke et al., 1993), and has led some methodologists to call for the use of more ‘objective’ measures (e.g., Kasl, 1987). It is hard to avoid the fact, however, that occupational stress resides largely in the subjective experience of employees. Nevertheless, the differences among some of the variables shown in Figure 5.3 are based on subtleties in the way they operate over time or across levels of analysis.

For example, neuroticism and distress are both concerned with negative affectivity. The difference between these variables, however, lies in the fact that neuroticism refers to dispositional negative affectivity, whereas distress refers to situational negative affectivity. From an empirical point of view, this can be demonstrated by showing that other situational variables contribute to distress, once the effects of neuroticism have been taken into account, and that neuroticism and distress differ in terms of the temporal stability that can be observed in these variables over time. Likewise, organizational climate and organizational work experiences have a degree of conceptual overlap and, therefore, should be moderately correlated. The key differences between these variables, however, are the extent to which one is more cognitively, rather than emotionally laden, and the extent to which they operate at the individual or workgroup levels of analyses. These differences can be empirically tested. Although we acknowledge the difficulties that these subtle differences may pose in selecting or developing appropriate measures, it is important for occupational stress researchers to pay greater attention to construct validity in order to avoid the methodological criticisms that have often been targeted at the occupational stress literature.

### CONCLUDING REMARKS

The organizational health framework provides considerable flexibility and scope for developing our understanding of occupational stress. Moreover,
it provides a broad theoretical framework that can be used to integrate the different approaches to occupational stress, and emphasizes the need for occupational stress research to become more aligned with the wider work psychology literature. As suggested by the organizational health framework, it is also important for occupational stress researchers and practitioners to adopt a much broader perspective than the traditional stressors and strain approach, and to demonstrate that a link exists between occupational stress and an organization’s ‘bottom-line’ performance. By adopting this broader approach, it will be possible to develop and test more coherent theories that enable us to understand the complex dynamics that underpin occupational stress. Ultimately, we believe that sustained improvements can only be brought about by using this broader approach to develop effective strategies and policies for managing stress in work organizations.
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Careers and Career Management

JOHN ARNOLD

Careers are, for many people, less predictable and more varied than they once were. Work organizations are compelled (and sometimes choose) to change form, strategy, and size in ways which affect the kinds of work roles and careers available. It can be argued that managing careers is difficult yet necessary for both individuals and organizations in these circumstances. Some argue that careers are now boundaryless, involving many more radical moves, improvisation and expression of personal values than was once the case. Yet at the same time there is a major risk that many people who lack key skills or resources will find themselves more constrained than ever before. Social cognitive psychological theories are being used to predict and explain how individuals handle the tasks of career management, which may well require quite high levels of self-awareness and ‘advanced’ patterns of thought. The career choices people make are more complex and varied than simply the type of work they wish to do, and yardsticks of career success are increasingly self-defined rather than by socially accepted norms. Many interventions are available to organizations for managing careers. Mentoring has received the most attention from both researchers and practitioners, and others that appear relatively regularly in the applied psychological literature include development centers, succession planning, and developmental work assignments. However, with the partial exception of mentoring, there is frustratingly little good evidence available concerning the efficacy of these techniques per se, nor about how to design them for maximum effect. In any case, it seems likely that the impact of interventions depends heavily on their integration with other organizational processes and their acceptance by key stakeholders.

INTRODUCTION

It is possible to take either of two general approaches to careers and career management. On the one hand, one might conclude that the world of work is now too fast-moving and too uncertain to justify using concepts like career which imply efforts to understand and manage the future. Opportunism and flexibility is all. Acceptance of that point of view would result in a very short chapter! The approach taken here is therefore that the world is indeed fast-moving and uncertain, but that this reality increases the salience of career issues. As Herriot, Hirsh and Reilly put it: ‘Far, therefore, from careers and career management going out of the window along with jobs for life, they are the most important personnel issue facing organizations today’ (1998: 7). The fact that careers are more problematic than they were means that we should try all the harder to manage them, not give up. In any case, construing opportunism and flexibility as anathema to careers implies that careers are necessarily planned and inflexible. This is not accurate. The key questions for the purposes of this chapter are therefore how best to construe career, and how careers can be managed and by whom.

This chapter begins by defining career and briefly pointing out some of the trends that affected careers and their management during the last part of the 20th century. The concept of the boundaryless career is used as a vehicle to analyze the implications
of those trends for people’s career behaviors, thoughts, and feelings. Particular attention is paid to self and identity. Then some specific issues in career psychology are reviewed. These include the application to career of ideas on motivation and thinking; the structure and process of making career choices; making career transitions; and career success. Then some of the career management interventions that can be used in organizations are examined, considering first general issues and then (very briefly) specific techniques. Some issues in the evaluation of the impact of career management are then highlighted. The conclusion points out general lessons that can be learned, and issues that remain or will emerge in the future. Other reviews of some similar areas can be found in Arnold (1997a, b), Sullivan (1999), and Cohen (2000).

As we will see, career is potentially a very wide-ranging topic. Hence this chapter inevitably has many links with others in these volumes. Coverage is therefore selective in order to ensure a healthy synergy with, rather than wasteful duplication of, the chapters on performance appraisal, training and learning, individual development, withdrawal behaviors, socialization, psychological contracts, unemployment, and diversity. The fact that there remains plenty to cover illustrates well the wide scope of the career construct.

### DEFINING CAREERS AND CAREER MANAGEMENT

There is a substantial element of arbitrariness about most definitions in the social sciences. A characteristic post-modern solution is to formulate definitions which have useful effects, though that begs questions of what useful means, and to whom. A definition of career is perhaps most useful if it links with (but does not merely duplicate) accepted definitions of related constructs, and if it embraces the actual or potential experiences of as many people as possible. In everyday language it is still quite common for careers to be construed approximately as described by Perlmutter and Hall (1992):

> Occupations that are characterized by inter-related training and work experiences, in which a person moves upward through a series of positions that require greater mastery and responsibility, and that provide increasing financial return.

This definition is inadequate when considered against the criteria outlined above. Careers are seen as occupations, and therefore “out there” in the world rather than an aspect or attribute of a person. What’s more, careers are confined to occupations of a certain type, requiring specific training and socialization experiences and predictable upward movement with more money. The following definition (Arnold, 1997b) is preferred here. It is quite close to others offered towards the end of the 20th century (e.g., Arthur & Rousseau, 1996; Greenhaus & Callanan, 1994):

> A career is the sequence of employment-related positions, roles, activities and experiences encountered by a person.

This permits career to have both subjective and objective elements. It includes parts of a person’s life which are outside employment, but which are related to it. Like most definitions of career, it encompasses the notion of sequence, or unfolding over time. There is no assumption that employment (which is defined here as any kind of money-earning work, including self-employment) will be in just one occupation or organization, nor that there will be increases in status or income, nor that there will be linked training and work experiences. One limitation of this definition might be that the word ‘encountered’ implies that the person passively stumbles across his or her experience. Alternative views could be that the experience is planned in advance, or conversely that it is constructed after the event in order to sustain a coherent identity and life history (Young & Collin, 1992).

A meaning of career management follows on from the above discussion. Career management concerns attempts to influence the career of one or more people. The person concerned might be oneself, or it might be others. Usually, those others will be located in the same employing organization as the person(s) attempting to do the influencing, but not necessarily. The influence may be over the objective elements of career (e.g., the posts a person fills), or it may be over the subjective elements (e.g., the connections a person sees between one job they have done and another they might do). It is likely to be future-oriented, but it could be retrospective – for example in encouraging a person to view his or her past achievements more favorably. The influencing could reflect the influencer’s goals (e.g., succession planning), or it could be focused on the agenda of the person whose career is being influenced (e.g., career counseling).

Career management is usually defined by psychologists in very individualistic terms. Greenhaus and Callanan (1994) suggest that career management by individuals for themselves concerns the establishment of realistic career goals based on accurate information about self and work, and the monitoring of progress towards those goals. Noe (1996) more explicitly includes a person’s behavioral strategies in his depiction of career management as a process by which individuals do three things. First, they collect information about values, interests, and skill strengths and weaknesses – often called career exploration. Second, they identify one or more career goals. Third, they engage in strategies that increase the probability that those career goals will
be achieved. It is probably necessary to be flexible about what a career goal is (it could be short-term, specific, and modest), and to recognize that exploration refers to environment as well as self. Noe's definition of career management leaves suitably unspecified the sources from which a person might collect information about self and occupational environment, and the strategies a person might adopt to achieve a career goal. Those strategies might be, for example, social networking, identifying and seizing opportunities to develop valuable skills, exhibiting motivation, adaptability and resilience, and wise patterns of thinking. Some of these are examined in more detail later in this chapter.

Career management by organizational agents can involve a number of techniques, many of which are shown in Table 6.1. Some organizations have withdrawn from managing careers, favoring either an aggressive 'you’re on your own' message to employees, or a more sympathetic but distinctly low-key support for employee self-development. Systematic evidence is hard to find concerning how many organizations use these techniques and how widespread that usage is within organizations. Terms like counseling and mentoring may well mean quite different things to different respondents in surveys about career management. Those respondents may also have an inaccurate impression of the usage of the various techniques in their organizations. It is, however, clear that all the interventions are used in some organizations, and some are quite prevalent (Gutteridge, Leibowitz & Shore, 1993; Iles & Mabey, 1993). Most of them can be used primarily in pursuit of organizational goals, or alternatively as a support to individuals' efforts at self-development. Internal job advertising and training are not surprisingly almost universal. Mentoring is common and on the rise. It is also much researched and written-about (e.g., Kram, 1985). Personal development plans appear to have enjoyed increasing usage but much less formal research analysis than mentoring. Some of the key issues and findings regarding the use of these techniques are discussed towards the end of this chapter.

CONCEPTUALIZING CAREERS AND CAREER MANAGEMENT

The Changing Context and Nature of Careers

The ways in which organizations and work have been changing were written about a great deal in the 1990s, though mainly from the perspective of western countries (see, e.g., Cascio, 1993; Howard, 1995). Large organizations shed layers and numbers of staff, and required more work and more flexibility from those who remained. Many outsourced non-core activities, and engaged in mergers, acquisitions and joint ventures to preserve or enhance their market position. Recruitment is now based more on the consistency of a person’s competencies and values with the overall thrust of the organization, than on his or her match with any particular job description (Lawler, 1994; Templer & Cawsey, 1999). Time-limited employment contracts, project-based multidisciplinary teams, performance-related pay, and part-time working have all become more common.

These changes have had a major impact on the kinds of career some people experience and the skills required to manage them. The general, though not unanimous, opinion is that in many western countries careers have become less predictable, less structured, and less safe for many people. Promotions are more difficult to obtain, and may involve a bigger jump in status when they do happen. Downward and sideways moves are more common than they were (Inkson, 1995). What Kanter (1989) has described as professional and entrepreneurial career forms have become more the norm, at the expense of what she terms the bureaucratic career. There is a greater onus on individuals to manage their own careers rather than waiting for someone else to take an initiative on their behalf. This includes identifying their own characteristics, their development needs, and likely trends in future opportunities. It also means finding the development and other opportunities they feel they need, and making them...
Table 6.1  Career management interventions in organizations

**Internal vacancy notification.** Information about jobs available in the organization, normally in advance of any external advertising, and with some details of preferred experience, qualifications, and a job description.

**Career paths.** Information about the sequences of jobs that a person can do, or competencies he or she can acquire, in the organization. This should include details of how high in the organization any path goes, the kinds of interdepartmental transfers that are possible, and perhaps the skills/experiences required to follow various paths.

**Career workbooks.** These consist of questions and exercises designed to guide individuals in determining their strengths and weaknesses, identifying job and career opportunities, and determining necessary steps for reaching their goals.

**Career planning workshops.** Cover some of the same ground as workbooks, but offer more chance for discussion, feedback from others, information about organization-specific opportunities and policies. May include psychometric testing.

**Computer-assisted career management.** Various packages exist for helping employees to assess their skills, interests, and values, and translate these into job options. Sometimes those options are customized to a particular organization. A few packages designed for personnel or manpower planning also include some career-relevant facilities.

**Individual counseling.** Can be done by specialists from inside or outside the organization, or by line managers who have received training. May include psychometric testing.

**Training and educational opportunities.** Information and financial support about, and possibly delivery of, courses in the organization or outside it. These can enable employees to update, retrain or deepen their knowledge in particular fields. In keeping with the notion of careers involving sequences, training in this context is not solely to improve performance in a person’s present job.

**Personal development plans (PDPs).** These often arise from the appraisal process and other sources such as development centers. PDPs are statements of how a person’s skill and knowledge might appropriately develop, and how this development could occur, on a given timescale.

**Career action centers.** Resources such as literature, videos, and CD-ROMS and perhaps more personal inputs such as counseling available to employees on a drop-in basis.

**Development centers.** Like assessment centers in that participants are assessed on the basis of their performance in a number of exercises and tests. However, development centers focus more on identifying a person’s strengths, weaknesses, and styles for the purpose of development, not selection.

**Mentoring programmes.** Attaching employees to more senior ones who act as advisers, and perhaps also as advocates, protectors, and counselors.

**Succession planning.** The identification of individuals who are expected to occupy key posts in the future, and who are exposed to experiences which prepare them appropriately.

**Job assignments/rotation.** Careful use of work tasks can help a person stay employable for the future, and an organization to benefit from the adaptability of staff.

**Outplacement.** This may involve several interventions listed above. Its purpose is to support people who are leaving the organization to clarify and implement plans for the future.

Many people are working harder and have less time to look ahead, but there is paradoxically a greater need to do so. It is said to be important to review one’s career continuously. Waiting until things are starting to go wrong is leaving it too late (Handy, 1994). Social networks are increasingly important, and so are skills of entrepreneurship and personal financial management. There is often a greater need to understand the perspectives of people from different cultural and occupational backgrounds to one’s own.

Some writers have asserted that careers have been completely transformed or even rendered obsolete (e.g., Bridges, 1995), whereas others have found that many elements of traditional careers are alive and reasonably well (Guest & Mackenzie Davey, 1996). Perhaps Hall & Mirvis (1995) reflect the most realistic balance between old and new when they suggest that ‘people’s’ careers will become increasingly a succession of mini-stages of exploration – trial – mastery – exit, as they move in and out of various product areas, technologies, functions, organizations, and other work environments.’ Some tensions are apparent, however one looks at it. Perhaps the most pervasive practical and ethical dilemmas arise from some senior managers’ desire for a totally committed yet totally expendable workforce (Hirsh & Jackson, 1996). One practical problem is how people can be encouraged to feel loyalty to an organization that manifestly is not making any deep commitments to them. An ethical issue concerns the temptation for senior managers in organizations to conceal or lie about the extent and nature of their commitments to employees. Even less explicit in much career writing is the implication that those with limited skills will find work of any kind even more difficult to obtain and keep than hitherto. There is the danger, and perhaps reality, of an underclass of impoverished and angry people who have little chance to participate in careers of any kind (Hutton, 1995).

Some who are in work also feel aggrieved by changes in the last decade of the 20th century. They believe that their psychological contract with their employer has been broken. The psychological
contract can be thought of as the agreement an employee believes exists with his or her employer about what each side should be giving to and receiving from the other (Rousseau, 1995). In the eyes of many employees, long-term relationships they once had with their employer based on unwritten understandings concerning mutual trust and loyalty have been unilaterally replaced by a much more short-term transactional ‘deal’ where they work hard for (sometimes) good pay, and if they are lucky they stay in work. Top management might argue that this is necessary in a climate of increasing competition, but that line of reasoning often does not impress those who feel they have given their all for their employer over many years (Herriot & Pemberton, 1995).

Herriot and Pemberton (1995) have argued that there can be no return to unwritten and perhaps unstated expectations of mutual trust. What each side expects of the other must be clearly negotiated, monitored and renegotiated – indeed, Herriot and Pemberton define career as this sequence of negotiations and renegotiations. So on this analysis, career management from both individual and organizational perspectives means being clear about your wants, what you are prepared to negotiate on, and what you can offer the other party. It also means both sides have to be open with each other, avoiding ‘hype.’ It means both sides must be well-informed about their present and short-term future needs, and have ways of verifying whether a deal, once struck, is being adhered to. It seems likely that the willingness of each side to engage in such negotiation will be influenced by both labor market conditions and the cultural context.

The nature and utility of the notion of the psychological contract can be debated (see Guest, 1998; Rousseau, 1998a), but there is an intuitive appeal about it, and about models of what is likely to happen when the agreement people thought they had with their employer is violated (Morrison & Robinson, 1997; Turnley & Feldman, 2000). Nevertheless, there is the danger of sloppy and inconsistent conceptualization and measurement as researchers jump upon the psychological contract bandwagon.

**Boundaryless Careers and Their Implications**

The professional and the entrepreneurial career forms are both consistent with a more general term that has become widely used – namely, the boundaryless career (Arthur, 1994; Arthur & Rousseau, 1996). Careers are boundaryless because they nowadays cross organizational boundaries based on function and hierarchy (where these still exist). They emphasize personal flexibility, so that there are no boundaries around a person’s activities and skills – or at least no long-term ones. A person is likely to be employed in several occupations during his or her working life. The notion of the boundaryless career also reminds us that there are no rigid barriers between work and nonwork. Family issues impact upon work and vice versa. People pursuing boundaryless careers draw upon information and support from professional and other networks outside an organization where they are currently employed. There is a general sense that individuals are transcending structures.

In fact the boundaryless career is not so very new. Saxenian (1996) describes the history of Silicon Valley, USA, and argues that many of the features of the boundaryless career were strongly in evidence as long ago as the 1950s. Moving between companies, setting up one’s own company, establishing networks that transcended organizational boundaries, and repeatedly learning new skills were all commonplace there at that time. This was a contrast to the companies on the US eastern seaboard where structures were more rigid and procedures more formal.

Arthur, Inkson and Pringle (1999) liken the old career to a long-running theater production. All the action occurred at one place. Actors played the same role for a long time, working from a constant or nearly constant script. If an actor left the production, his or her role was filled by someone else and the production continued. Actors in such productions could stay in work for a long time. But they ran the risk of being identified with one part for too long too soon, and failing to expand their skills and experience. The boundaryless career on the other hand is more akin to street theater. Scripts and roles are much more fluid, and there is a lot of improvisation. It can be set up very quickly with minimal props, and does not need a constant venue. It is probably composed of short episodes and vignettes rather than long scenes and acts. There may not be a coherent plot which unfolds as the drama progresses. Actors need to be flexible and responsive to their audience. It is important to be mobile, to respond quickly to opportunity, to adjust what is offered to the wishes of those present, and to move on soon and with minimal disruption. For the manager (if there is one) of the street theater, it is important to allow actors space to craft their own roles, to manage through relationships rather than procedures, and to tolerate failures.

A related point can be drawn from social psychology’s concept of strong versus weak situations (Mischel, 1968). Strong situations are those where there are clear guidelines and rules about how one should behave, whereas weak situations lack these features. Hence strong situations suppress individual differences because everyone knows the rules. There may also be strong sanctions against those who contravene them. In weak situations people are more likely to behave in line with their personality or inclinations because there are fewer indications
of what is supposed to happen. Weick (1996) among others has pointed out that many situations at work are weaker than they once were because of the changes noted earlier, and perhaps because of the increased value placed on innovation (King & Anderson, 1995) and diversity (Jackson, 2001). This means there is more opportunity, indeed requirement, to choose how one will behave and the situations one will seek out.

This seems a plausible line of thinking but there are some caveats. In many organizations there are attempts to reinforce culture through shared values as guides to behavior (Smith & Peterson, 1988). Also, as Weick notes, most work situations aren’t so very weak. There are still defined tasks to be carried out; goals to be accomplished. And in cultures high on power distance and collectivism it is probable that work situations remain strong for most of those at middle and lower levels of organizations (Hofstede, 1980; Trompenaars, 1993). Nevertheless, the point is taken that from an individual’s point of view career management means deciding or finding out for oneself what it is best to do. A clear identity, or identities, will help here. So will good social networks and decision-making skills and probably a high anxiety threshold and tolerance of ambiguity. Career management from the organizational viewpoint perhaps means defining core values which act as boundaries but leaving much scope for individuals to choose their behavior (cf. Schein, 1971). It may also mean resisting the temptation to recruit and reward only certain kinds of people, such as those who are similar to senior management.

Another important issue concerns so-called feminization at work (Fondas, 1996). This concerns not only the increasing participation of women in the labor market, but also the role of stereotypically feminine characteristics and experiences at work. In some respects the reality of the boundaryless career reflects the experience of women over many years. Historically, women have probably been more accustomed than men to adjusting to different kinds of work, retraining, and balancing family and work demands. This is perhaps a rather reactive image compared with the proactive go-getter implied by some proponents of the boundaryless career, but it still involves making decisions and choices as well as handling flexibility and discontinuity. It can also be argued that work styles which emphasize the feminine characteristics of cooperation, empathy, and community are likely to be better adapted to the 21st century workplace than the masculine style of independent goal-directed action. The point is, however, arguable – the masculine style of independent action to achieve personal goals also has some fairly obvious resonances with features of the boundaryless career. It is also apparent that masculine values prevail in many organizations, with a corresponding devaluing of feminine ones (Marshall, 1989). Women’s pay also tends to be lower than men’s, even for the same kind of work (Davidson, 1996).

Section Summary

Careers present many challenges to individuals and to organizations. The pace of change, unpredictable futures, and intense competition mean that learning must be continuous, and that personal and organizational development must be flexible and speedy while high performance is maintained. Perhaps it was always thus, but now it is more so, or more obviously so, than during most of the 20th century. People change jobs and types of work quite frequently, and in a relatively unpredictable way governed both by the demands of the labor market and their own vocational and lifestyle aspirations. There may well be more room for individual self-expression and self-direction than there once was, though not everyone finds this pleasant, and not everyone even experiences it.

KEY ISSUES IN CAREERS
AND CAREER MANAGEMENT

Self and Identity in Careers

Much theory and practice in careers is based on the assumption that people will be happy and productive in their work if there is a good match between their interests, skills, and values on the one hand and the requirements and opportunities of work, on the other. At one level this must necessarily be true up to a point, but in the 21st century this self-fulfillment based conception is perhaps too simplistic. Most of us could not easily work for long in an environment which was seriously contrary to elements of our core self. On the other hand, many would not want to perform work to which we were well-suited but which did not preserve our future employability. Some tradeoffs and strategic thinking are needed. Also, tensions are possible between a person’s abilities, interests, and values. These can have serious consequences. For example, staff in some strongly values-based organizations such as charities or pressure groups are likely to be attracted by those values. But there is a danger that they will not think enough about whether they will find the day-to-day work interesting or challenging.

Most of the self-assessment and career choice literatures assume that there is a fairly stable and general sense of self waiting to be assessed and expressed in individual action. It is thought to be helpful for the individual if a person’s self-concept is accurate in the sense of agreeing with psychometric test results (Schrader & Steiner, 1996), and the perceptions of others (Church, 1997), though often this agreement is elusive. This whole approach is a
distinctly western point of view, and may not be reflected in cultures which emphasize collective affiliations, joint action, and work as a duty rather than an opportunity for self-expression. Even within western cultures, many people when they complete self-assessment instruments say something like "well, I’m like this at work, but like that at home." In other words, they are saying that while there may be some core aspects of self, some other significant aspects are salient only in certain contexts.

Many would argue that the economic and workplace changes briefly described earlier have served to fragment and confuse many people’s sense of self. Blustein and Noumair (1996) say: ‘Given the prevalence of such powerful changes, one may be tempted to ask if we can ever really know ourselves, or are we forever caught in a web of nothingness?’ They answer their own question by asserting that the notion of identity is still very useful, but must be seen as embedded in a person’s relationships as well as personal histories. Relationships presumably change when a person’s job does. Perhaps identities can be maintained through continuity in nonwork relationships, and new communication technologies may help in this. Even so, Sennett (1998) has argued that when people move with their work, they tend to be treated by their new neighbors as if they are starting a new life. Hence there is little encouragement to maintain existing relationships.

Senior managers say they desire employee commitment to the values and culture of the organization while also referring to the need to keep staffing levels to a minimum and the labor force as flexible as possible. To the extent that we do have a core sense of self identity, the current workplace therefore presents some challenges to individuals regarding how much of that self to invest in work, or more specifically in the employing organization. Rousseau (1998b) has argued that when people move with their work, they tend to be treated by their new neighbors as if they are starting a new life. Hence there is little encouragement to maintain existing relationships.

Theories of career development reflect to some extent the social cognitive revolution in psychology (e.g., Brown, Brooks & Associates, 1996). The self is seen as a cognitive construct which plays a regulatory role in behavior, attitudes, and feelings. The concept of self-efficacy enjoys prominence here, as it does within social cognition more generally. Self-efficacy is defined as a person’s belief in his or her ability to perform the actions necessary to bring about defined ends, and is therefore best considered a task-related construct rather than a general personality characteristic (Bandura, 1986). Self-efficacy affects career management in a number of direct and indirect ways. People’s progress in career decision making (see below) is affected by the extent to which they believe they are capable of tackling the career decision-making task (Lent, Brown & Hackett, 1994). Their sense of efficacy across a range of career management activities is likely to affect how willing they are to tackle them, how much effort they put in, and the goals they set themselves (Sadri & Robertson, 1993). More generally, self-efficacy influences people’s choice of activities, which in turn affects self-perceived interests and abilities, and thus the sort of work they wish to engage in (Lent, Brown & Hackett, 1996). Furthermore, a sense of self-efficacy appears to play a direct role over and above vocational interests in helping people attain occupations that satisfy them (Donnay & Borgen, 1999), and there seem to be opportunities to influence self-efficacy through career interventions (Betz & Schifano, 2000).

Motivation and Thinking in Career Management

London (1993) has developed a conceptualization and measure of career motivation with three components. First is career resilience, which is the ability to adapt to changing circumstances, to take risks, and to bounce back from setbacks. Career insight is the extent to which a person has realistic perceptions of self and occupational environment, and can use these to formulate realistic career goals. The third component is career identity, which is the degree to which people define themselves in terms of their work and (if appropriate) the organization they work in. London equates these respectively to the persistence, energy, and direction components of motivation. Grzeda and Prince (1997) have found some support for the construct validity of these concepts. Nevertheless, motivation may not be the most appropriate label for this collection of constructs. Motivation is normally construed as the force driving behavior, but some of London’s conceptualization looks more like skills and personal resources.

Expectancy theory could be more useful in predicting when a person will engage in attempts to manage his or her career. In the language of expectancy theory, valence would concern the value a person places on experiencing whatever rewards he or she thought might arise from attempts to manage his or her career. Instrumentality would reflect the extent to which a person believes that successfully engaging in career management will make a difference to outcomes he or she values. Expectancy would refer to whether the person believed that he or she had the skills required to engage in effective career management. As already noted, this last point has received some attention in the careers literature in the form of self-efficacy.

Other motivation theories may also be relevant to career management. Goal-setting theory would predict that people will be most inclined to engage in career management when they have set specific and difficult but not impossible career goals. In terms of
self-regulation theory described by Kuhl (1992), when a person has clear intentions and there is a moderate discrepancy between his or her current and desired positions, then that person is likely to adopt an action orientation, where self-regulatory strategies such as selective attention and emotion control come into play to keep behavior directed towards the goal.

Some strands of theory on adult cognitive development are potentially relevant to career management, but the connections have not yet been explored fully. The first strand is post-formal logic (Commons, Sinnott, Richards & Armon, 1989). This adopts post-modern philosophies in treating knowledge as subjective rather than objective, filtered as it is through various viewpoints and derived from asking certain questions as opposed to others. So-called advanced thinkers recognize this. Such thinkers are also characterized by acceptance of contradictions and attempts to integrate them into a coherent picture based on their own values which they recognize may be different from those held by some other people (Kramer, 1989).

A second theoretical strand relates to what is often called wisdom. This has been defined in many different ways, usually involving some combination of amount of knowledge, depth of understanding, and wholesomeness—that is, knowing what is good for self or other. Smith and colleagues (e.g., Smith & Baltes, 1990) have defined it in fairly practical terms as ‘a cognitive expertise in the domain of fundamental life pragmatics, visible in situations related to life planning, life management, and life review.’ A wise person is characterized by five features: (1) rich factual knowledge; (2) a range of procedures for organizing and manipulating information; (3) an understanding that events are embedded in different cultural and historical contexts; (4) an understanding of differences between people; and (5) a knowledge of the relative indeterminacy and unpredictability of life.

These cognitive approaches suggest that a key feature of the thinking of skilled career managers will be recognizing apparently contradictory tendencies between their career-related values and their interests, or between thoughts and feelings, and finding ways of integrating them in new self-understandings (Arnold, 1997c). They will do this using an internal dialog in which the ‘speakers’ argue from substantially different positions. They will be open to the possibility of personal change, rather than seeing the self as a constant around which the world has to be arranged. They will be able to accept the idea that there is no sure-fire solution to career problems without going to the other extreme, sometimes called the post-formal pathology, that all solutions can no longer be expected to last a working lifetime.

Careers counselors know that many other kinds of career decisions also arise, such as whether to accept a relocation, whether to re-enter the workforce, whether to try to switch from one workgroup to another, and so on. Academic approaches to career choice tend to have one of two foci. The first is the content of choice (that is, what type of work a person chooses or ought to choose), and the second is the choice process (that is, how do they go about making choices, or how should they). The latter originally stemmed partly from the pioneering work of Donald Super (e.g., Super, 1957, 1990), who mapped out stages and substages of career, and in particular developed the concepts of career maturity and readiness for decision making.

Let us consider content-based approaches first. A number of typologies of people and occupations have been offered over the years (e.g., Roe, 1956). Several approaches to psychometric testing for career decision making were also made, partially independently of the typologies (Strong, 1943). But for some time now the most influential content-based theory has been that of John Holland (see Holland, 1997, for his most recent version). Briefly, Holland argues on the basis of practical counseling experience and a lot of research data that there are six ‘pure types’ of vocational personality (Figure 6.1):

(1) Realistic people, who like practical and/or physical activities requiring strength or co-ordination as opposed to abstract, theoretical thinking. They are not particularly interested in social interaction and may be resistant to expressing feelings.

(2) Investigative people, who are interested in concepts, logic, and abstract problem solving. They tend to be logical, critical, and cautious. They put a low emphasis on human relations and like to tackle problems in a rational, impersonal way.

(3) Artistic people, who like to use their imagination an self-expression. They enjoy
environments with few rules, where they can use their creativity and be in touch with their feelings. They tend to dislike rules and regulations.

(4) **Social** people, who tend to enjoy working together to help others and solve problems. They are often quite idealistic and altruistic. They usually come across to others as quite warm and caring.

(5) **Enterprising** people, who, like social ones, enjoy contact with people. But unlike social types, they are interested in managing, persuading, and getting their own way in an assertive manner. They enjoy action rather than thought and tend to seek leadership roles.

(6) **Conventional** people, who tend to emphasize organization and planning. They like structured environments such as administrative offices, and they value security and dependability. They enjoy clarity and being in control, but are less comfortable using their imagination.

The arrangement of the six types on a hexagon illustrates their degree of similarity with each other. Each person’s personality resembles each of the six pure types to varying degrees. Occupational environments are transmitted largely through the people who inhabit them, and therefore occupations can be described using the same types as people. Other things being equal, effective career decisions are likely to be marked by congruence – that is, a good match between a person’s personality and the occupational environment they have chosen.

Holland has developed several self-report instruments to help people in the choice process. The most notable of these is the Self-Directed Search (SDS) (Holland, 1995), which is designed to be transparent and interpretable by the person who completed it without the help of an ‘expert.’

Holland’s theory has generated much research and debate. Some of this has concerned the hexagonal structure of types. There is reasonably supportive evidence that his concepts of personality link fairly well with others derived from the personality theory literature (e.g., Hogan & Blake, 1999). It also seems that the hexagonal structure is a reasonably accurate representation of the configuration of the types (Rounds & Tracey, 1993), though others have proposed alternatives based upon two axes (people vs. things and data vs. ideas – Prediger & Vansickle, 1992), and on a hierarchical structure (Gati, 1986). On the other hand, research on the benefits of congruence has not been so supportive. It seems that being in a congruent environment often does not lead to greater satisfaction (Young, Tokar & Subich, 1998). This could well be more a problem with research and measurement than with the theory itself (Chartrand & Walsh, 1999). It may be that jobs with the same or similar title vary a lot between organizational settings, and that assessment of the occupational environment needs to be more sensitive to individual circumstances than it currently is. Gottfredson (1999), among others, points out that developments along these lines are happening. Also, perhaps nowadays more diversity within occupations is tolerated or even welcomed than was once the case. Some research has tested the cross-cultural applicability of Holland’s structure of vocational personalities, with moderately positive results (Farh, Leong & Law, 1998; Leong, Austin, Sekaran & Komaraju, 1998). The structure of interests seems to hold up quite well but is not necessarily the basis upon which people make career decisions.

Much attention has also been paid to the process of career decision making. This perhaps reflects the philosophy of many careers guidance practitioners that the key thing is to make decisions wisely rather than make wise decisions, though presumably the former tends to lead to the latter. As noted earlier, the concept of self-efficacy is important here because it dictates how, and how much, a person is able to approach career decision-making tasks. The assumption that being decided is necessarily a good thing is less prevalent than it was, and there is increasing interest in how apparently chance events in people’s lives that lead to career decisions and success (such as being noticed by someone influential) are actually often a consequence of their skillful maneuvering into the right place at the right time (Mitchell, Levin & Krumboltz, 1999).

Krumboltz (1979) has made extensive use of social learning theory to explain career-related phenomena such as career decidedness and exploration, and to develop methods of ‘treating’ individuals with difficulties in these areas. Extensive work over the years has identified different reasons why a person might be undecided, and diagnostic tools have been developed to measure them (e.g., Gordon, 1998). One basic distinction which has major implications for choice of intervention is between being undecided and being habitually indecisive. Increasingly, the measures and interventions based upon them tend to focus on the dynamics of a person’s thought processes as opposed to his or her static
psychological state (e.g., the Career Beliefs Inventory, Krumboltz, 1991), with a particular focus on the metacognitions or frames of mind that people bring to career decisions. Decision-making methods and styles are also the subject of much research and practitioner attention. The focus is usually on rational emotion-free information processing techniques – for example, Gati’s (1986) sequential elimination approach and Peterson, Sampson and Reardon’s (1991) CASVE cycle.

**Career Success**

It is tempting to see the boundaryless career as liberating for individuals, and so indeed it is for some. However, there are casualties, particularly among those who lack marketable skills or who find it difficult to construe themselves as independent agents separable from their social context (Hirsch & Shanley, 1996). Those who are inclined to define career success in terms of organizational status may have a hard time, as status is more ambiguous than it was in many organizations, and as noted above, upward moves may be scarcer. The erosion of external signals of success also puts more of an onus on individuals to define their own success criteria. This in turn requires quite a deep self-understanding and perhaps closer attention to one’s real values than was once needed. This can be difficult, but also offers the possibility of a greater sense of autonomy and individuality.

Of course, there has always been some variation in the criteria individuals use to evaluate their career. This is recognized to some extent in the literature on career success (e.g., Wayne, Liden, Kraimer & Graf, 1999). One general distinction is between objective and subjective success criteria. The former include salary, formal status in an organizational hierarchy, and (perhaps less obviously) avoiding involuntary unemployment. The latter include a sense of career or job satisfaction, feeling one has achieved what one wanted to, and believing that one has mastered the skills required in one’s job. Sturges (1999) has argued that most managers do not spontaneously use the traditional career success criteria of status and salary when evaluating their own career, and that this may be a response to the advent of the boundaryless career. Personal achievement, accomplishment, enjoyment, recognition, and informal influence seem more salient, at least among managers. This may suggest that the erosion of external cues signaling success does not take away people’s sense of ‘psychological success’ to the extent that is sometimes feared (Mirvis & Hall, 1996).

Another analysis of alternative conceptions of career success has been offered by Schein (1985), who developed the concept of career anchor. This refers to the set of interests, values, needs and skills a person develops through work experience, and which guides his or her career choices and criteria for evaluating career success. It is, as the word ‘anchor’ suggests, a stable point from which a person will not willingly drift very far. Schein has suggested on the basis of some empirical evidence from MIT graduates that there are nine distinct career anchors. Although there is not a large research literature on career anchors, the concept became more prominent at the end of the 20th century (e.g., Ettington, 1998). Schein (1996) has discussed how career anchors can be applied to 21st century careers. People who subscribe to the security/stability anchor may be most vulnerable, but there are tensions for most of us. For example, those with a technical/functional competence anchor can probably rest assured that experts will always be required, but then again the nature of their knowledge and skills tends to change rapidly, and they must keep up to date. Overall, it seems that career anchors are useful in helping both individuals and organizations define what they want and the issues that may arise in attaining their goals.

It is perhaps not surprising that many factors have been found to predict the extent to which a person experiences career success (Tharenou, 1997). Often it is easier to predict objective than subjective success. Much of the research has, however, involved managers in large organizations, so findings may not be easily generalizable to other settings, and may indeed reflect patterns of career that are becoming outdated. Individual and human capital variables such as ability, education, and length and type of work experience often have an impact on career success (e.g., Aryee, Chay & Tan, 1994). These may be outweighed by social psychological variables such as being sponsored or encouraged by a supervisor (Wayne et al., 1999), though this could depend a lot on the personnel decision-making processes an organization uses. It does seem that some significant influences on career success may be identifiable early in life. Long-term longitudinal data reported by Judge, Higgins, Thoresen and Barrick (1999) have shown that childhood personality (particularly conscientiousness) and mental ability substantially predict subjective and objective career success in middle adulthood.

Unfortunately, more obviously discriminatory factors such as gender, ethnicity, and age also play a role. Specifically regarding gender, there is clear evidence that even when other factors such as length of time in the labor market are controlled for, women managers still experience less objective success on average than men (Brett, Stroh & Reilly, 1992; Schneer & Reitman, 1995). These effects are less marked in environments where the proportion of women is higher. Women’s investments in their development seem to bring less benefit than men’s, but they do still help. Barriers to development experienced by women can be quite subtle (Ohlott, Ruderman & McCauley, 1994), and operate even when a woman has already attained quite high status (Lyness & Thompson, 1997).
Organizational factors such as recruitment and promotion policies and organizational structures can also make a difference. In larger organizations it has been argued that making a good start is crucial because the system operates rather like a knock-out tournament. Early ‘wins’ get a person noticed and greatly increase the probability that he or she is deemed worthy of subsequent advancement (Rosenbaum, 1989). Although this tournament model of careers sounds rather old-fashioned, elements of it are still visible in some organizations (Hurley & Sonnenfeld, 1998). Interpersonal factors and individual behavioral strategies tend to be difficult to disentangle in empirical research. For example, presumably work performance matters. Evaluations of performance may, however, be a product of other factors such as ability, the extent to which a person has been able to garner information and support from social networks and mentors, and the ways in which his or her behavior is interpreted and evaluated by the supervisor and other superiors (Greenhaus & Parasuraman, 1993).

Summary of Section

Vocational psychologists have made much progress in describing individuals’ occupationally relevant identities and diagnosing their progress in various career-related tasks. However, perhaps some of the most salient issues in the early 21st century concern how much and what aspects of their identity individuals wish to express in the workplace. Other important questions concern the extent and nature of the cognitive skills, behavioral strategies and motivation individuals have at their disposal to engage in career management, and the processes involved in career management by individuals.

CAREER MANAGEMENT
INTERVENTIONS
IN ORGANIZATIONS

General Issues in the Provision of Interventions

The techniques for managing careers described in Table 6.1 vary a great deal in several respects. Some are formal occasions, such as development centers, career workshops, and some forms of counseling. Others can occur as part of a person’s normal work. These include mentoring, personal development plans, career action centers and job assignments/rotation. Others again may happen ‘behind closed doors’ as far as those affected by them are concerned. Succession planning and the formation of career paths are examples. The various interventions also differ in terms of the amount of academic and practitioner literature devoted to them. Mentoring is the clear leader here, with succession planning and development centers probably in a rather distant joint second place.

Perhaps more notable, however, is the variation that can occur between different manifestations of the same intervention. One choice is whether to focus on the person-at-work or on the whole person. Even an organizationally driven technique like succession planning can take into account a person’s out-of-work commitments and interests, or alternatively just their work achievements and ambitions (Fletcher & Bailyn, 1996). Another issue is whether the intervention concerns principally the present and near future, or whether it encompasses the medium and long term. This may be a matter of organizational policy – for example, personal development plans are often designed to focus on the present and near future (Tamkin, Barber & Hirsh, 1994). Alternatively, an intervention may be based on the needs and concerns of each individual, as is the case with counseling. A third issue is who owns the output of an intervention. A few organizations which use development centers simply hand the written feedback over to the person about whom it was written, for them to do with what they will. It is more common, however, for representatives of the organization to keep a copy and use it (often in collaboration with development center participants) for development, placement, and selection decisions (Jackson, 1993).

Decisions about these issues are, one suspects, often not thought through very carefully in the design of the intervention. Underlying them should be a clear sense of where responsibility for career management lies, the timescale upon which it can realistically be based, and what are the key goals it is designed to achieve. At least five possible purposes can be identified (Hirsh, Jackson & Jackson, 1995: 30). These are filling vacancies; assessment of potential, competencies, skills or interests; development of skills or competencies; identification of career or life options; and action to implement career or life plans. Note that all can be done with either organizational or individual needs top of the agenda.

It is not easy to ensure that interventions run smoothly, effectively, or indeed at all. Whatever goals are primary, everyone involved needs to see something worthwhile in it for them. Managers who feel they are operating in a culture which values short-term results above all else are unlikely to wish to allocate any of their own time or that of their teams to activities aimed at long-term planning. This is especially true if, as is increasingly the case, they have to find any costs from their own budgets. And insult is added to injury if there is the additional prospect of losing valued team members earmarked for promotion or developmental assignments, though managers may be able to see wider benefits beyond such local losses (Campion, Cheraskin & Stevens, 1994). A further hazard is that some
influential people in an organization may see career management interventions as symptomatic of an overly paternalistic culture.

Thus these techniques do not automatically produce results. If the goals are not clear and/or not valued, if people do not feel competent to carry out the intervention, if there is no reward for doing so, and if the intervention is not tuned to individual needs, then there will be little motivation to do it, no matter what the potential organizational benefits. While oft-quoted factors like top management support can help, their impact is very limited unless they affect people’s day-to-day experiences of using the intervention. As Hirsh and Jackson (1996) have said, it is better to do a small number of things thoroughly than a large number sketchily. This is especially true when senior management needs to reestablish its credibility in the organization, and show that its rhetoric has some link with reality as experienced by the rank and file (Herriot, Hirsh & Reilly, 1998).

Some Specific Interventions

Space does not permit an examination of the literatures on each individual organizational career management intervention. Some brief comments are nevertheless appropriate. The voluminous literature on mentoring includes theoretical analyses (e.g., Gibb, 1999), empirical tests (e.g., Arnold & Johnson, 1997), and case studies and advice about how to set up and run a mentoring scheme (e.g., Gray, 1989). Having received mentoring is often associated with greater career success as measured by traditional objective indices. Formal mentoring schemes are not always able to reproduce the benefits of informal mentoring relationships that spring up spontaneously, and in any case the research often does not show conclusively that mentoring itself was the cause of any outcomes observed. The possibilities and pitfalls of mentoring as a way of countering gender and ethnic disadvantage have been examined in some depth (e.g., Dreher & Dougherty, 1997). The focus has usually been on what happens to people on the receiving end of mentoring, but recently more attention has been paid to the mentor him- or herself (Allen, Poteet & Burroughs, 1997) and to the potentially harmful effects of mentoring that goes wrong (Scandura, 1998; Feldman, 1999).

Succession planning has diverse meanings. At the extremes, it can mean grooming one person for one post, or alternatively establishing a general staffing plan and implementing it (Hirsh, 1990). Research on succession planning has tended to focus on the impact upon company performance and strategy of chief executive officer (CEO) succession, particularly in terms of the functional specialization of the successor and whether he or she came from inside or outside the organization (Kesner & Sebora, 1994). Results have been somewhat inconclusive, though Lauterbach, Vu and Weisberg (1999) found that outsiders as opposed to insiders are more likely to take over as CEO when firm performance is poor, and that a firm’s performance is more likely to improve with an external than an internal, even after one takes into account that a poor performing firm has more scope for improvement than an already successful one. Much of the research in this area also highlights the less than rational bases on which CEO selection decisions are often made.

Coverage of development centers (see Carrick & Williams, 1999, for a review) overlaps with that of assessment centers in its attention to the psychometric properties of assessors’ ratings of candidates. There is some evidence that attending a development center influences a person’s subsequent career behavior and success (e.g., Jones & Whitmore, 1995) but in general research on this is sparse even though Jackson (1993) pointed out that integrating development centers into organizational functioning is a much more problematic issue than running the center itself.

Regarding development through work assignments, McCauley, Ruderman, Ohlott and Morrow (1994) have identified 15 features of managerial jobs such as developing new directions and handling external pressure that can be regarded as developmental for the jobholder, though also potentially painful to live through. They have developed a questionnaire called the Developmental Challenge Profile (DCP) to assess these. What is developmental for one jobholder may not be for another, depending on his or her past experience, but the DCP may be a useful tool for placing managers appropriately. Campion et al. (1994) have suggested that using job rotation and placement on a large scale can bring net benefits, at least as seen through the eyes of those involved. The literature on outplacement is quite thin. There have been critiques of the conflicting roles and interests of those involved in outplacement provision (Miller & Robinson, 1994), and one relatively rigorous evaluation of outplacement provision has found that informal support was more helpful than outplacement in assisting people to find satisfactory new employment (Davy, Anderson & DiMarco, 1995).

Coverage of personal development plans has been mainly descriptive rather than evaluative, and has tended to show the limited scope of many PDPs (Tamkin et al., 1994). It is nevertheless clear that sometimes a PDP can require a more proactive approach to career development from individuals than they are accustomed to (Floodgate & Nixon, 1994). There is a huge literature on counseling in general, and some on career counseling specifically (e.g., Nathan & Hall, 1992). But there is little on how to implement career counseling in organizations. There is also little in the public domain on career workshops run in organizations.
Over the years there has been much concern about the high expectations of many new arrivals in organizations, and about the consequences for motivation, commitment, and voluntary turnover of those expectations being unmet. *Realistic job previews (RJPs)* are sometimes used to try to counter this (Wanous, 1989). As the name suggests, an RJP is designed to portray the job and organization as insiders really experience it rather than in ‘hyped’ terms designed to make the place sound as attractive as possible. Evidence suggests that the impact of RJPs is small but significant, and worth having at least for big organizations (Phillips, 1998). There is still some uncertainty about how RJPs work, when they do. Is it because they convey an air of honesty, because they encourage unsuitable people to drop out of the application process, or because they enable people to think in advance about how they will cope with the reality of the job? It is worth noting that RJPs put the onus to adjust on the individual, when perhaps representatives of the organization should instead be considering whether jobs could be made more palatable. There is also still a persistent fear that they may deter able applicants who would have been successful in the job (Bretz & Judge, 1998).

**Evaluating the Impact of Career Management Activity**

Considerable claims are made for the impact of career management interventions in organizations (e.g., London & Stumpf, 1982; Gutteridge et al., 1993). The claimed benefits seem best-suited to organizations with a high proportion of core employees who may expect, and be expected, to spend a long time in the organization. The benefits are said to include:

- Increasing employee commitment, satisfaction, and motivation
- Increasing productivity, performance, and person–job fit
- Identification of employees with most potential
- Identification of how well employees match organizational requirements
- Development of employees in line with organizational needs
- Socializing employees into the organizational culture

It has to be admitted that evaluations of the impact of career management by individuals for themselves, and by organizations for their members, are few and far between. Probably many reports of organizational evaluations are not released for public consumption. Outcome measures in published work often reflect traditional concepts of individuals’ career success such as salary and promotion. Alternatively, some research has used either quite distal outcome measures such as organizational performance, or specific reaction-level ones in the form of ‘happy sheets’ where people indicate whether or not they liked what was offered. Intermediate measures seem less often to be used. This is in spite of the fact that they might match quite well the stated aims of the particular piece of career management concerned. Intermediate measures include recipients’ career satisfaction, or the extent to which they feel clear about what they are trying to achieve and are empowered to achieve it, or the extent to which the skills of individuals match present and future organizational needs. Measures of constructs like career decidedness that are designed primarily for young people in education may also have some uses in organizational settings.

Evidence casting doubt on the value of individual career management has been presented by Noe (1996). Over a six-month period he examined the extent to which the reported use of career management by about 50 technical, clerical, and managerial employees predicted their willingness to engage in development activities, their development behavior (as rated by their bosses) and their job performance (again as rated by their bosses). He found almost no connections. On the other hand, Orpen (1994) reported more optimistic findings. He used self-report data from 129 supervisory and middle managers in various organizations, and found that the extent to which both the individuals and their organizations engaged in career management was correlated with objective measures of career success (salary growth and promotions received) and with subjective ones (self-rated career performance and career satisfaction). These evaluations are nevertheless limited in scope. They are relatively short-term and they focus on observable behaviors rather than patterns of thinking.

Although these words are often used, it is probably fair to say that more research really is required to evaluate the impact of career management activities. But of course thorough evaluations are long drawn out, not least because any fruits of career management might be expected to become apparent only after some time. Choice of time-lag is in fact quite difficult. It should be geared to the design and goals of the intervention being evaluated. There is also the difficulty that other events may serve to obscure or moderate the impact of what is being evaluated. Further, as noted earlier, evaluation criteria need to be more carefully chosen to match organizational and personal career priorities.

**Section Summary**

A wide variety of career management interventions is available in organizational settings, and many organizations use at least one or two of them. In many cases, though, one suspects that their efficacy is limited. Unclear goals, a lack of obvious benefits
for one or more of the parties involved, poor design or implementation or poor integration with other organizational processes are the likely culprits. Research has been frustratingly sparse concerning the impact of interventions and which features of their design which can most enhance their impact. Both those who talk up career management as a vital tool and those who decry it as a waste of time should heed this lack of strong evidence.

CONCLUSIONS

There is little doubt that careers have become, on average, less predictable and in many ways more demanding for the individuals experiencing them and the organizations in which they work. It has been argued here that careers and career management need careful attention in these challenging circumstances. Among other things, this means bringing to bear theory from psychology and a determination to examine the key issues from the perspectives of individual, employing organization, and wider society. It also means a greater attention to the evaluation of attempts to manage careers. Although difficult to achieve, more robust study designs with longer time-frames and well-chosen outcome measures are badly needed. Cross-cultural tests of key theories, techniques, and measures are beginning to be reported with more frequency (e.g., Chay & Aryee, 1999; Aryee, Fields & Luk, 1999) but many more are needed. Moreover, such tests normally concern the operation of western ideas in other cultural contexts. More efforts are needed to use ideas from, for example, Asian and Chinese cultural contexts in western contexts. The applicability and effectiveness of career management techniques in small organizations as opposed to large ones also requires further investigation.

A serious commitment at societal level to life-long learning and career management requires investment in impartial careers guidance (Watts, 1996) and continuing education and training. In many countries, this investment will probably come from government, if it comes at all. Nevertheless, individuals will continue to carry the major responsibility for managing their careers. A daunting range of skills and personal resources could be involved. These include: a variety of social skills; personal adaptability, insight, and resilience; effective thought patterns; up-to-date competencies and knowledge (including the use of information and communication technology); and the ability to identify future job and career management opportunities. No doubt this list could be extended. Organizations probably need to employ a limited range of career management interventions with adequate resourcing and clear goals that are consistent with their culture and which can be seen to benefit all parties involved. Or at least, that is how it seems at present. As implied above, research has yet to uncover what are the most important elements of career management, or even whether it is possible to speak of most important elements in any generality.

Work and organizational psychology will be enriched greatly by deeper understanding of a number of other career-related issues. Analysis of how people can deploy their identities and commitments to deal with the complex demands made by work and other arenas of life requires integration of several areas of applied and not-so-applied psychology. The development of theories and practical resources to help people with career decisions other than choice of field of work is needed, and so is a more refined understanding and/or measurement of the concept of congruence between person and career environment. Further objective data about the careers people follow in different cultures would aid our understanding of what is really happening as opposed to what is believed to be happening. More information about how people experience their careers and construct narratives to make sense of them in a world lacking readily available storylines would also be informative. Most, though not all of the psychological research on careers is quantitative and hypothesis testing, and more qualitative work that uses people’s own stories would be helpful (Young & Borgen, 1990). The consequences of those narratives for how individuals tackle their futures might turn out to be one of the most important issues for careers research from a psychological perspective in the 21st century.
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INTRODUCTION

Exchange relationships and the promises on which they are based are as old as mankind. Indeed, the first recorded psychological contract violation may well be the story of Adam and Eve. When they violated the agreement not to eat from the tree of knowledge, they began a long history of promise, commitment, violation, and renewed relationships.
developments. At the same time, psychological contracts, like the people who are party to them, are affected by the societies in which they are embedded. We first address common developments in employment across countries and then examine the cultural and institutional similarities and differences that persistently affect the formation of psychological contracts. The chapter concludes with the prospects for the future.

**TRENDS IN EMPLOYMENT RELATIONSHIPS**

Contemporary employment relationships are changing as a consequence of fundamental shifts in the nature of work. Breakthroughs in information systems, a rise in global competition, and escalating interdependence between organizations and people have created new fundamental ‘rules’ for organizations. Today, a firm’s success is often gauged in terms of capacity for rapid change and its responsiveness to multiple constituencies, in an environment of telescoping time frames for performance and a need for greater internal and external cooperation. Changing the conditions under which firms are considered successful impacts the critical features of the employment relationships that constitute them (Anderson & Schalk, 1998). For many employees, the most important change has been the increasing pressure for greater flexibility on their part coupled with a loss of job security. Employers are demanding greater worker innovation and contribution at the same time they are assessing the demonstrable value each worker provides. Across nations, this has led to greater use of explicit performance requirements as conditions of employment. Indeed, traditional concepts such as organizational citizenship, defined as extra-role behavior on behalf of the firm, may no longer carry the same meaning when very little behavior is considered ‘extra role’ and workers are expected to contribute to the organization above and beyond the letter of any formal job descriptions (Anderson & Schalk, 1998). Anderson and Schalk present an overview of past and emergent forms of the ‘typical’ working relationship, shown in Table 7.1.

As firms move towards the ‘emergent’ form, they do so in response to pressure for greater organizational flexibility. This increased flexibility is manifest in the diversity between workers in employment relationships and in the changes in each individual worker’s duties and performance demands over the duration of the employment relationship. In the context of the psychological contract, differences between and within workers relate to two basic features in the negotiation of the employment relationship:

1. the degree to which firms and workers are able to negotiate around a broad or narrow set of employment related terms, known as the ‘zone of negotiability’;
2. the diversity of parties to the contract, which can include the firm, the workgroup, clients/customers, managers, the union, and the state.

### The Zone of Negotiability

The ‘zone of negotiability’ refers to the terms and conditions of employment that society allows either the worker or the firm to negotiate. The vast majority of contracts in which the average person participates have terms that are imposed by society – for example, few homeowners have the ability to negotiate an individual price for electricity. Psychological contracts in employment follow a

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Past form</th>
<th>Emergent form</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>Security, continuity, loyalty</td>
<td>Exchange, future employability</td>
</tr>
<tr>
<td>Format</td>
<td>Structured, predictable, stable</td>
<td>Unstructured, flexible, open to (re)negotiation</td>
</tr>
<tr>
<td>Underlying basis</td>
<td>Tradition, fairness, social justice, socioeconomic class</td>
<td>Market forces, saleable abilities and skills, added value</td>
</tr>
<tr>
<td>Employer’s responsibilities</td>
<td>Continuity, job security, training, career prospects</td>
<td>Equity (as perceived), reward for added value</td>
</tr>
<tr>
<td>Employee’s responsibilities</td>
<td>Loyalty, attendance, satisfactory performance, compliance with authority</td>
<td>Entrepreneurship, innovation, enacting changes to improve performance, excellent performance</td>
</tr>
<tr>
<td>Contractual relations</td>
<td>Formalized, mostly via trade union or collective representation</td>
<td>Individual’s responsibility to bargain for their services (internally or externally)</td>
</tr>
<tr>
<td>Career management</td>
<td>Organization’s responsibility, internal careers planned and facilitated through personnel department input</td>
<td>Individual’s responsibility, outspiraling careers by personal reskilling and retraining</td>
</tr>
</tbody>
</table>
similar pattern: all societies impose some limits on the bargaining power of employees and firms, and a worker cannot typically sign away the protections his or her country’s labor laws provide. Negotiations about employment relationships take place within this context and vary with worker status, which differs for independent contractors, full-time workers, and part-time employees (see Figure 7.1).

The freedom to enter into exchange relationships is always a matter of degree; the very meaning of the word ‘freedom’ is the subject of an ongoing debate. The question is whether the absence of legal protections for workers promotes greater worker choice or greater inequality between the have and have-nots. These issues mirror those discussed in economic sociology (e.g., Swedberg, 1993), but from the psychological contract perspective the debate raises a fundamental question about the consequences of psychological contracts for firms and workers and the consequences that stem from other forms of binding obligations, such as those imposed by law or civic duty (e.g., government-mandated pensions or health care benefits).

Societal and cultural beliefs influence the kinds of exchanges that are negotiable in an employment relationship. A manager in an American firm, for example, might eschew hiring close friends or family members due to fears over potential conflicts of interest, while a Mexican manager might believe that hiring a superior’s compadres is appropriate and in the firm’s best interest. Similarly, promising new hires that taking a job with the firm will ultimately help them be employable elsewhere may be attractive in a highly mobile society and a sign of employer unreliability in a less mobile one. Cultural factors can also constrain one’s ability to enter into agreements in the first place, as with differing roles and responsibilities that make certain work conditions difficult or impossible to accept.

Whether fathers have access to and are willing to accept paternity leave varies in Sweden, Canada, and Singapore. Finally, workers and owners who are party to numerous interrelated obligations, as is often the case in societies where personal ties drive business opportunities, may be limited in the number of new agreements they can enter into without compromising their ability to fulfill their existing commitments.

The breadth of the zone of negotiability varies across countries. Legal requirements, customs, and other societal institutions define the conditions that can be (or, in some cases, must be) bargained for by employee and employer. Where these definitions are restrictive, there is a narrow zone of negotiability. As an example, laws mandating paid time off on certain national holidays are not subject to bargaining, except perhaps for the payment of overtime for people willing to work on those days. The same is true of government-mandated pension benefits for which workers and employers are required to pay. In some countries, workers who prefer to manage their own pension funds are constrained from doing so, as are firms that would prefer to base pension benefits on employee merit or firm performance. Workers and firms can still benefit from not having to negotiate every aspect of the employment relationship.

Workers who have a broad zone of negotiability face fewer constraints, but also have fewer institutional protections and guaranteed resources. In one sense, legal protections for workers and other constraints on firm behavior limit freedom (or, one might argue, the excesses of freedom). But legal protections can also offset imbalances in power between the parties, particularly where employers have greater financial resources than employees. How societies regard these power differences shapes the legal protections they enact for workers.
Typically, Britain and the United States have been less concerned with mitigating power differences between firm and worker than have France and Germany. This divergence gives rise to greater variability in individual-level employment relations in the former countries than the latter. This variability impacts the ease with which firms in those countries hire and fire workers and gives rise to the distinctive employment relationships enjoyed by high performers and other highly sought out participants in the British and American labor forces.

In sum, broad-scale societal institutions shape employment conditions and affect the degree of flexibility workers and firms have in deciding upon the terms of their employment arrangements. Given the power differences between workers and firms, societies still vary considerably in the value they place on employment flexibility versus workers protection. The balance between what is negotiable, what is guaranteed, and what is off the table is an important consideration in future research on employment relations, especially now that greater variability is occurring.

**Who the Parties Are**

A wide range of societal actors can be party to employment agreements. Rousseau and Schalk (2000) highlight the diversity of parties that might participate in an employment relationship, from the individual and firm to the union, workgroup, and even the state. Which parties are involved in an employment agreement varies with the level at which the exchange agreement is created: between the individual worker and the firm, between groups of workers and the firm, between groups of workers and groups of firms, or in a central agreement involving groups of workers, employers, and the state. The level at which the employment agreement arises is strongly related to the industrial relations system operating within a society. An industrial relation system involves three sets of actors (Dunlop, 1993): employers; workers, typically in groups within or between firms; and the government, through direct negotiation involving governmental officials, governmental mediation of employee—employer agreements, and the creation of laws and statutes specifying conditions of employment.

The status and esteem of government and the state differ considerably between countries, which contributes to the relative importance of the government as a party to the exchange relationship. Based on this, three general types of employment and industrial relations systems can be discerned:

1. Direct exchanges between firm and employee, which are more prevalent in countries such as Israel, New Zealand, Singapore, and the United States (except in the case of unionized firms, which represent a declining proportion of the workforce).

2. Central agreements between employer organizations and unions (or comparable parties), with possible segregation at different levels, such as regional or industry-specific agreements. These systems play an important role in Australia, Belgium, India, Mexico, the Netherlands, and Sweden.

3. Employment relationships anchored in the state and its institutions, where regulations and statutes dominate the construction of employer—employee exchanges, as in the case of France and Japan.

Other parties to the employment relationship influence whom workers look to for contract fulfillment and whom they are likely to blame for any violations that occur (Guest & Conway, 2000). ‘The organization’ cannot be considered a single party to the psychological contract, and it does not always speak with one voice. Recruiters, managers, personnel policies/handbooks, and colleagues may all send different messages to employees (Rousseau, 1995). Interdependencies differ across and with firms, which can lead to expectations that different parties are obligated to fulfill the contract employees have made with their employer. In Singapore, for example, employees often believe that their coworkers are obligated to fulfill commitments the employer has made, while American employees generally believe that their supervisors are obligated to do so (Rousseau, 2000).

Much work remains to be done examining the dynamics of psychological contracts across the array of societal actors who may be party to the employment relationship. One thing is certain: simplistic models of employment relations, as found in the stylized models of agency theory fail to represent the complex reality of multiple contract makers, an array of parties to the employment relationship of any given worker, and the dynamic characteristics of group-level normative contracts.

Although factors at several levels—individual, firm, and societal—shape psychological contracts, such contracts differ from related concepts such as general meta-obligations (e.g., honesty, acceptance of authority, and contribution to a social security fund, or socially derived duty). Meta-obligations stem from the broader social experience of individuals and are linked to societal norms and laws. Whether a society’s predominant form of employment relationship is an individually negotiated employment agreement or a normative arrangement derived from a union contract or governmental statutes has a powerful impact on how that society’s employment system responds to global economic change. The level at which the employment agreement arises reflects how societies view within-group variability in rewards. When a social unit (workgroup, union) forms the basis of the employment negotiation, we expect fewer contract differences within these groups when individuals bargain for themselves (Rousseau, in press).
Recent writings on psychological contracts indicate a variety of roles the parties to the contract can play. In a study conducted in the United Kingdom, Guest and Conway (2000) found that senior managers – though not their more junior counterparts – are seen as key agents of the firm and, in turn, see themselves as embodying the organization. Inhibiting a worker’s ability to adhere to professional obligations can engender more negative consequences for a firm than failing to honor obligations more closely tied to the worker’s self-interest (Bunderson, 2000, in a study of American medical professionals including nurses and physicians). The powerful role of one’s immediate manager is underscored in a series of studies on workers in the United States that illustrate how the relationship can impact the experience of violation (Rousseau, 1995; Tekleah & Taylor, 2000).

Negotiability combined with diverse prospective parties to the employment relationship create some significant changes in employment worldwide. Where negotiability is broad and contracts generally exist at the individual level, as in the case of New Zealand, the United Kingdom, and the United States, we observe increasingly idiosyncratic employment relations, even for individuals within the same firm. The globalization of firms and the declining role of shared institutional or cultural infrastructures in multinational corporations give rise to a preference for transparency in promoting mutually understood employment relations. Finally, in response to market pressures on firms to be more flexible and responsive, we observe the increasing salience of market-related factors in shaping the psychological contract.

**Idiosyncratic Individual Employment Arrangements**

As economic development shifts from manufacturing to service-oriented and knowledge-based industries, the traditional labor laws of many nations have less influence on worker–firm employment relations. Declining unionization worldwide (e.g., Kabanoff, Jimmieson & Lewis, 2000; Sels, Janssens, Van den Brande & Overlaet, 2000) and increasing employment in sectors not covered by traditional labor statutes means fewer normative agreements constraining the kinds of employment arrangements individuals encounter. As these external controls diminish and the market power of knowledge workers increases at the same time, individual employment arrangements begin to emerge – even within the same firm. People can and do bargain different employment terms; as a result, they participate in different psychological contracts in the workplace. For example, women in a largely male-oriented firm may be more successful at negotiating flexible work schedules than their male colleagues. Cafeteria-style benefits plans and flexible reward systems have long characterized compensation plans aimed at meeting the needs of a diverse workforce. Coworkers need not necessarily participate in the same employment arrangement even when they perform the same job.

Variation in reward allocation is common in societies as different as Australia, the Netherlands, Singapore, and the United States. Firms often overpay low performers and underpay high performers, but give the latter public recognition and status in an effort to reward individual merit while sustaining a sense of shared organizational membership (Frank & Cook, 1995). Historically, people avoided calling attention to their differential outcomes, especially those earning more than their colleagues. A preference for apparent equality led workers to downplay differences, known as the ‘tall poppy syndrome’ in Australia and the desire to be ‘normal’ in the Netherlands. In the United States, there has historically been much greater acceptance of unequal outcomes, as long as a sense of equal opportunity also existed. American workers’ psychological contracts are likely to combine individual and community-oriented elements (e.g., differential rewards based upon performance, some degree of attachment to the larger organization) along with idiosyncratic features negotiated by either the employer or the individual worker. Accepted variation at the individual level has been increasing as a function of fewer legal constraints on differential employment arrangements and a greater focus on rewarding highly skilled workers and high contributors. Accepted variations in employment arrangements also make it more likely that firms can combine full-time, part-time, contingent, and other employees under one roof with success.

**Preference for Transparency**

Increased globalization has created a more diverse workforce within firms. One consequence of diversity, particularly with respect to differences in experience and culture, is that coworkers from one background cannot readily interpret the subtle cues and tacit signals regarding roles, responsibilities, and performance requirements that are sent by others from a different background. Since reading subtle signals is difficult in a culturally heterogeneous society, direct and explicit communication becomes more valuable and culturally accepted. Hall (1990) describes the US culture as ‘low context,’ where individual behaviors tend to be relatively interpretable by others without a lot of contextual clues, whereas Japan is characterized by Hall as a ‘high-context’ society.

Transparency in social relations refers to a well-specified, consistent set of structures and practices, involving direct and explicit communication that leaves little room for ambiguity. This preference for
transparency in social interactions was supported in the early 20th century by the rise of scientific management, which criticized arbitrariness and ‘unscientific’ discretion on the part of employers (Guillen, 1998). More recently, the push for transparency has been supported by the scientific endeavors of industrial–organizational psychology and the efforts of multinational firms to create one-culture companies. Current trends in human resource practices lean toward a rational, scientific basis for hiring, firing, promotion, and incentivizing, explicit job performance criteria specified up-front; and two-way or even multiple (360° feedback) performance appraisals are consistent with a continued movement toward transparency in employment (Roe, Schalk & Van den Berg, 1999). While country-specific practices such as graphology (France) and apprenticeships (Germany) can serve as a basis for selecting employees, global firms are moving toward the use of criteria with cross-national meaning such as prior experience, formal credentials, and standardized testing (Moskos & Butler, 1996).

Multinational firms, including firms operating in the United States (where relatively few labor laws protect worker rights), tend to place a high value on within-firm procedural justice. To ensure due process in internal personnel decisions, firms must apply procedures consistently and impartially across workers while allowing affected parties to participate (Sitkin & Bies, 1993). Research indicates that, in firms as well as in government, procedural justice based upon transparent practices reinforces the public’s perception that loyalty to its institutions is appropriate and justified even in the face of negative outcomes (e.g., Pearce, Bigley & Branyiczki, 1998; Tyler, 1990).

How easily transparent social relations can be achieved differs across nations. American firms tend to rely upon explicit communication of interests and performance expectations. Direct communication of worker and firm interests can be an important basis for the formation of an employment agreement and for the creation of mutually agreed upon psychological contracts. However, in some nations, high power differences and cultural norms discouraging confrontation make such direct communications difficult. Ang, Tan and Ng (2000) describe the Singaporean tendency to avoid direct requests, which leads many workers to impat their needs to managers after they are hired, rather than raise such issues during recruitment. Nonetheless, Singaporean society prizes merit over relationships and tends to downplay the traditional particularistic relations of Chinese society, making performance the basis for allocating organizational rewards. In contrast, Diaz-Saenz and Witherspoon (2000) suggest that power differences in Mexican society can lead to an emphasis on relational ties between worker and manager, and less reliance on direct communication of expectations, particularly on the part of the worker. Thus, we would expect more explicit communication regarding employment conditions in firms primarily based within the United States and in other countries in which explicit communication is acceptable (Australia, The Netherlands, New Zealand, United Kingdom). Similarly, a preference toward transparency among multinational firms should manifest itself in their performance expectations, career advancement systems, and other signaling devices regarding the conditions of employment.

**Expanding Market Mentality and Worker Access to Capital**

Regardless of their rank within the firm (blue-collar worker, white-collar professional, executive, independent contractor), workers are increasingly aware of the functioning of economic markets and their effects both on the firm and upon them individually. The conflicts of interest characterizing owners and labor, from the industrial revolution to the mid-20th century, have to some extent been transformed in many countries by a shift toward employment relations based upon trust and partnership, such as high-involvement work systems (Miles & Creed, 1995). These partnerships can entail greater sharing of financial information with workers (i.e., ‘open book management,’ Ferrante & Rousseau, 2001), which makes external market issues more salient to employees than they traditionally have been. Partnerships and shared information reduce status differences between workers and managers and signal the community-oriented message that labor, management, and owners have common interests.

Concomitantly, greater risk-sharing between workers and owners is evident in the shift from fixed pay (salary) to variable pay (incentives) based upon firm performance (Rynes & Gephart, 2000). As a result, entrants to the American labor market as well as workers in high-technology sectors in countries as diverse as India, Israel, and New Zealand are more likely to expect an equity stake in the firm or some kind of profit-sharing scheme. This expectation arises both from the common inability of start-ups to pay market wages but also from the pressures felt by even more established firms to provide compensation similar to that offered by their competitors in the labor market. Thus, although we might expect divergent terms in the employment agreements of workers and managers, these differences are likely to be decreasing in firms shifting toward cooperation and mutuality.

The movement toward workers thinking more like owners, with the two groups sharing a focus on the market consequences of various firm-related decisions, is based on the presumption that workers and owners have common beliefs and expectations and the ability to interpret shared information about
the business and make decisions accordingly (Rousseau & Shperling, 2000). Without these factors, effective collaboration, effectively shared risks, and well-articulated mutual interests are impossible.

As workers come to have a greater ownership stake in the firm, their expectations regarding participation in firm decisions influence the extent to which they actually participate and how satisfied they are with the results of their participation (Pierce, Rubenfeld & Morgan, 1991). Even when workers have an equity stake in the company, managers may not necessarily encourage their active participation in decision making, and employees may not expect to participate (Hammer & Stern, 1980). Rhodes and Steers (1981) report greater participative decision making in worker cooperatives than in conventionally owned firms, though workers' ownership of the firm does not automatically translate into greater participation (Hammer & Stern, 1980; Pierce, Rubenfeld & Morgan, 1991). Although participation is greater when financial information is shared with investors and workers (Bernstein, 1979), how much information is shared depends on the level of business literacy workers possess. When workers have little financial knowledge, they typically do not participate in firm decisions or are ineffective in their attempts to do so (Tannenbaum, Kaviec, Rosner, Vianello & Wieser, 1974).

In the case of employee owners, Klein and Hall (1988) report that the degree to which employee participation expectations are met significantly impacts employee satisfaction with the ownership arrangement. Interestingly, workers may not wish to participate in decisions that were previously the domain of managers. This reaction arises from concerns over an increased workload, a lack of skills to make such decisions, incompatible beliefs regarding terms of the psychological contract with the employer, and otherwise ineffective implementation (Rousseau & Tijoriwala, 1999; in this study, one participant likened the redistribution of decision making to workers as 'communism,' p. 524). In contrast, the worker-owned cooperative Fagor Group in Mondragon, Spain, requires its owner/members to attend meetings or risk a temporary loss of their voting rights (Greenwood & Gonzales Santos, 1992).

We note that participation can occur without any particular ties to equity stakes (Heller, Pusic, Strauss & Wilpert, 1998). In the case of Saturn Corporation, a division of General Motors, worker participation in production planning accompanies the sharing of financial information across all organizational levels, a set of practices referred to as ‘ownership for all’ (Bennett, 1999). Thus, the decoupling of equity stakes and participation can give rise to psychological ownership (Pierce et al., 1991) where participation becomes a form of quasi-ownership.

The significance of equity stakes is changing as less tangible, collective assets such as shared skills and knowledge become more economically valuable than physical assets (Rousseau & Shperling, 2000). Financial aspects of ownership, including risks, information, and decision making, are increasingly shared with both managers and workers as well as outside investors. However, because participation, information access, and profit sharing do not always operate in conjunction with one another, ‘financial ownership’ can take on a variety of meanings. Participation in decision making varies widely among investors, managers, and nonmanagerial workers in different firms and is linked to the opportunities these parties have to participate, their expectations regarding participation, their access to financial information, and their ability to interpret this information in order to make financial decisions.

In sum, the pressures for greater firm-level flexibility have led to significant changes in employment relations within firms. The degree to which these changes have occurred, and the concomitant ease of their implementation, are linked to societal factors that dictate the zone of negotiability and shape the roles played by government and other parties to the employment relationship. The psychological contracts workers experience cross-nationally are becoming more diverse within firms, more idiosyncratic between people, and more directly shaped by market-related factors. We next address the implications of these trends.

THE FUTURE

For the foreseeable future, the practices we describe above are likely to escalate. Employers and workers are expected to bargain over a broader range of terms (including work/family balance, the worker’s stake in the company, the employer’s rights to worker knowledge and intellectual products, etc.). The parties to the psychological contract are expected to become even more diverse (and more differentiated between workers) as more firms and workers value and participate in inter-organizational relationships (clients, joint ventures, occupational groups, professions, start-up ventures, etc.). Firms and workers will strive to make their employment terms more explicit and to reduce miscommunication, particularly in arrangements that are short-term or cross cultural boundaries. Highly marketable workers will become increasingly aware of their leverage in employment negotiations, and employers will find themselves pressured to offer them more valuable employment agreements than their less marketable or less mobile counterparts. Last but not least, the difference between labor and capital will blur for many workers as they expect – and accept – a greater portion of their pay in equity.

Having raised these issues throughout this chapter, it is necessary to acknowledge that the current trends
create a number of dilemmas for firms and workers. Experience suggests that all societies struggle with the tension between the rights of individuals to act upon their personal values and the need for groups to promote commonality and cooperation. The history of employment relations has cycled between market forces promoting different outcomes for different firms and workers and the pressure to create harmony and downplay differences among the various societal actors (e.g., Barley & Kunda, 1992). The industrial relations systems of many societies have historically downplayed differences between workers by seeking to standardize the terms of employment, creating normative psychological contracts (Frank & Cook, 1995; Rousseau & Schalk, 2000). How will societies respond to the apparently competing goals of promoting flexibility and social harmony?

A shift in the cultural definitions and responsibilities of workers, managers, and owners is one possible response. The market mentality that once delineated the divergent interests of labor and capital has expanded to encompass a new conception of the roles played by labor and capital, along with the reallocation of business risks between owners/investors and workers. This blurring of the boundary between workers and owners is at odds with the traditional roles of capital and labor, upon which many societal practices and organizational theories are based.

But heterogeneity in employment relations underscores the point that ‘separate but equal’ almost never is. Employers’ rising need for organizational flexibility is leading firms to establish diverse employment arrangements to cope with fluctuations in organizational production capacity. Some of the trends include using temporary workers, on-call contracts, and fixed-term contracts, as well as hiring workers through employment agencies. Flexibility also means a changing allocation of business risks as firms more often base pay on performance, give workers equity stakes in the company, and differentiate highly valued core workers from more peripheral contingent employees.

These trends have implications for the relative power of workers and employers. As the workforce places a greater emphasis on employability and employees become more responsible for their own career paths, both within and outside of organizations, some employers will become more powerful because they have more means to ‘set the rules.’ On the other hand, knowledge workers may gain an advantage by communicating that they are willing to negotiate customized psychological contracts. But an employer who has 100 workers may gain an advantage by communicating that they are willing to negotiate customized psychological contracts. However, this pattern may result in a greater variation in psychological contract terms, particularly as negotiated by workers in more valued sectors of the labor market.

Also in the future, we call for greater attention to the context shaping each individual psychological contract. Global changes and cross-national differences provide the general background for how psychological contracts are made, sustained, and ended. But within societies, specific circumstances (e.g., laws, alternative opportunities on the labor market), situational factors (personal power, relations with the supervisor and organization, mobility opportunities), and the type of job being entered into all make a difference in the features and terms of individual psychological contracts. How psychological contracts are created in each context depends on the fit between what an organization is willing to offer and what the individual demands.

In addition, while the societal context generally determines the zone of negotiability, large differences may exist within the same country. The availability of other employment opportunities on the labor market—that is, the labor-market power of employers and specific groups of employees (e.g., information technology specialists vs. low-skilled workers) determines which contract terms may be negotiated and what employers are prepared to offer in order to hire and retain employees. These differences are reflected in the type of employment contracts offered (e.g., short term or long term, flexible or fixed), and the terms offered (e.g., level of pay, attractiveness of tasks, opportunities for further development).

Related to this are differences in the focus of negotiation about the psychological contract. For example, working conditions and pay levels are less highly regulated for higher-level jobs (managerial, professional) than for lower-level jobs (white- or blue-collar). Negotiations may focus on pay and working circumstances, opportunities for development, additional benefits, job content, and so on. This has implications for the boundaries of what is considered acceptable within the agreement made. Breaches of the contract will have different meanings to employees in different positions, as a result of the generally different focus on terms of the exchange relationship. Next to this, there is another process involved: employers will accept more from, and be willing to offer more for, hard-to-get workers.

Employers recruiting in a difficult labor market may gain an advantage by communicating that they are willing to negotiate customized psychological contracts. But an employer who has 100 workers and 99 different deals may engender perceptions of unfair treatment when individuals compare their deals with those of their coworkers. Ferrante and Rousseau (2000) suggest that customized contracts
are adopted by firms that lack systematic human resource practices, which can erode any sense of procedural justice even when distributive justice is high. The state of management practice is such that we do not know very much about how to offer idiosyncratic arrangements that are procedurally as well as distributively fair.

The features, content, and evaluation of a psychological contract are shaped by who is party to it. The participation of government and unions has served to promote a sense of procedural justice among workers while reducing the variability in their actual conditions of employment. Governmental regulations and union influence limit and shape the mix of employment types employers offer (e.g., with respect to the number of employees hired through employment agencies, specific regulations for employment agencies, and regulations for firing employees). These actors also try to influence the terms of employment, for example, by creating favorable conditions for companies for providing child care, early retirement, or employee ownership. The network of regulations aimed at protecting employees affects what is acceptable in employment arrangements, to both employers and employees. Much can be learned by cross-national comparison about the tradeoffs between distributive and procedural justice, and we may even identify ways in which they can intersect to produce both flexibility and societal equity.

Who the parties are to a psychological contract can also be viewed from a broader perspective, related to the issue of the distinction between employer and employee. Organizations serve multiple stakeholders – including the community, employees and their families, and other stakeholders – and the traditional owner/labor distinction continues to blur as more employees acquire ownership (stock) in the companies for which they work. This means that employees may gain more control over contract terms, not only if they increased market power (as is the case with knowledge workers), but also through the expansion of employee ownership. A fascinating question for future research is how employees who also hold equity stakes in the firm view their relationship with their employer. When employees are workers and owners, and engage in some degree of self-management, what are the various possible meanings of organizational commitment or organizational citizenship behaviors?

In the future, we can expect considerable innovation and experimentation in contracting. Critical questions will center on how to balance differentiation and fairness, especially in situations where employees are interdependent, and how to integrate groups and promote cooperation while keeping clear individual psychological contracts. A greater variety of contract types, including more ‘individualized’ results of contract negotiations, will exist. Contracts made today are a way to both know and shape the future. The management of psychological contracts is a core task for firms that attempt to develop ‘people-building’ rather than ‘people-using’ organizations, in an organizational climate characterized by trust. Increasingly, managing the psychological contract is a core task for workers themselves, who seek to meet their own needs in active individual and group-level negotiations with their employer.
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Organizational justice has emerged as an important construct for understanding attitudes and behavior in work settings. We review and discuss organizational justice research from the perspectives of theories and applications. In the theories section, we define the major justice constructs and relate these constructs to employee attitudes and behaviors. We also review and critique the dominant theories and methods used to investigate justice constructs. In the applications section of this chapter, we review research that has applied organizational justice to performance evaluation, personnel selection, and diversity management. For each of these applications, we review the major findings, discuss the contributions that have been made to understanding organizational justice, and identify future research directions. We conclude this chapter with the assertion that solid theory development in the areas of why justice is important and how justice evaluations develop is lacking. For organizational justice research to make an enduring contribution to organizational psychology, comprehensive theories must be developed.
Beyond these traditional areas, justice concepts have recently been applied to a wide variety of organizational and managerial issues including the following:

Diversity management (Day, Cross, Ringseis & Williams, 1999),
Sexual harassment (Adams-Roy & Barling, 1998),
Discrimination claiming (Goldman, 1999),
Labor relations (Skarlicki & Latham, 1996),
Benefits (Tremblay, Bruno & Pelchat, 1998),
Human resource information systems (Eddy, Stone & Stone-Romer, 1999),
Entrepreneur–investor relations (Sapienza & Korsgaard, 1996).

Clearly, research is demonstrating that organizational justice is a central concept in the psychology of work and organizations. Given the current enthusiasm for organizational justice, it is not surprising to see a number of recent reviews of this literature (Beugre, 1998; Cropanzano & Greenberg, 1997; Folger & Cropanzano, 1998; Greenberg & Lind, in press). These reviews can serve as valuable sources for readers interested in developing a broader understanding of this literature than that provided in our chapter. To provide a contribution that is unique from these other reviews, we have chosen to orient our chapter around four themes. First, we approach our review of the literature from a ‘state-of-the-science’ perspective. That is, in reviewing theories and research findings, we focus predominantly on recent research to tell us what we know and where gaps exist in our understanding. For a more exhaustive review of prior research, the reader is encouraged to consult Beugre (1998). Second, we provide a methodological critique of the research we review and the research methods that have been used to study organizational justice. Third, we discuss applications of justice to three specific areas of work psychology: personnel selection, performance evaluation, and diversity. These areas share a common perspective in that they all deal with individual differences and individual evaluation. For discussion of application of organizational justice to other areas, readers are encouraged to see Cropanzano and Greenberg (1997) and Folger and Cropanzano (1998). Finally, consistent with the international nature of this handbook, we emphasize international research where such research exists.

This chapter is divided into two main sections: theory and application. The theory section begins with a brief overview of the constructs that constitute organizational justice. In addition to differentiating the various ‘types’ of justice, we offer suggestions for integration and address the balance between specificity and parsimony. This discussion of justice constructs leads into a review of the relationship between justice and other constructs from organizational psychology. Specifically, we examine the relationships between justice and employee attitudes and behaviors. We then discuss and critique the major theories of organizational justice. We also point out the absence of theory in many investigations of organizational justice. Finally, we conclude the theory section with a critique of measurement issues.

The application section of the chapter addresses performance evaluation, personnel selection, and diversity management. In each of these areas of application, we provide a brief review of major findings and then discuss how the application has contributed to our understanding of organizational justice concepts. We also identify needed research within each of these areas of application. We conclude the chapter by reexamining the relationship between theory and application and discussing the vital link between theory and application. That is, theory is best developed and tested through application; and generalizable application can only come when that application is theory-based.

DEVELOPING ORGANIZATIONAL JUSTICE THEORIES

There is no organizational justice theory. Most clearly, there is a collection of constructs that are discussed under the heading of organizational justice. There are also a number of theories that attempt to link and relate these constructs. However, unlike many other areas of organizational psychology, the primary focus of researchers studying organizational justice has been on constructs and not theories. This has resulted in limitations in theory development and in the research methods used to study justice issues. To understand and substantiate these assertions, we begin with a discussion of organizational justice constructs.

Organizational Justice Constructs

Organizational justice research addresses perceptions of fairness in organizational decisions and decision-making procedures. Within this general domain of perceived fairness, considerable variation exists in the number, types, and labels for various organizational justice constructs. Most basically, organizational justice can be divided into fairness of outcomes (distributive justice) and fairness of processes (procedural justice). A third type of justice was added to these two in the late 1980s as researchers realized that people also consider interpersonal treatment to be a form of justice (interactional justice; Bies & Moag, 1986). Although many researchers continue to discuss three types of justice (distributive, procedural, and interactional; e.g., Beugre, 1998), recent reviewers have returned
to the basic distinction between fairness of process and fairness of outcome and suggest that interactional justice is really a subcomponent of procedural justice (e.g., Cropanzano & Greenberg, 1997).

In this chapter, we opt for the more parsimonious duality of distributive and procedural justice. We believe this distinction also aligns more completely with the natural distinction between decision procedures and decision outcomes. We review these two central justice constructs and identify their various components or principles.

**Distributive Justice**

Long before the term ‘organizational justice’ was coined, researchers were investigating fairness of decision outcomes under the guise of equity theory (Adams, 1965). From this perspective, distributive justice can be seen as the fairness of a distribution relative to the distribution allocated to a comparison other. Unfortunately, there are many potential referent comparisons that can be used to judge equity in a given situation and predicting which referent people use in a giving situation has proved difficult (see Kulik & Ambrose, 1992, for a discussion of referent choice). Further complicating this issue is evidence that choice of referents varies over time, especially with respect to nonmonetary outcomes (Stepina & Perrewe, 1991). Beyond referents, Deutsch (1975) pointed out that equity is only one of a number of possible distribution rules that can be used to evaluate distributive justice. Equality, which suggests that a fair distribution is one in which all parties receive equal share, and need, which suggests fairness in allocations based on relative needs, are two of the most commonly studied alternatives to equity. After reviewing much equity research, Greenberg (1982) concluded that the equity norm tends to be the predominant distributive rule. However, cross-cultural differences are observed with greater preference for equality in collectivist cultures (Miles & Greenberg, 1993).

Some researchers have bypassed the issues of referent choice and distribution rules by conceptualizing distributive justice as a matching of expectations with outcomes. From this perspective, individuals can use any of a number of referents and distribution rules to arrive at an outcome expectation, which is then used to evaluate the justice of the outcome. Cherry, Ordonez and Gilliland (1999) studied distributive fairness perceptions among students receiving feedback regarding exam scores and found support for this expectation-matching proposition. Perceived fairness was greatest when exam scores match expected exam scores. Mueller, Iverson and Jo (1999) found similar results and extended this research cross-culturally by looking at the influence of societal values and expectation-matching of distributive justice evaluations. In a comparison of US and South Korean teachers, they found support for the hypothesis that met expectations about rewards that are highly valued in a society have the strongest impact on justice evaluations. Specifically, they found that met expectations regarding autonomy explained more variance in US justice evaluations, whereas met expectations regarding advancement opportunities explained more variance in South Korean justice evaluations.

Defining distributive justice in terms of met expectations demonstrates some clear utility. However, focusing on expectations may oversimplify and fail to capture the heart of distributive justice evaluations. For example, based on prior experience with my organization, I may expect to receive a poor pay raise. When my actual pay raise is given that meets this expectation, I am likely to perceive the raise as distributively unfair, even though it met my expectation. That is, the failure of the raise to meet a standard based on what I feel I deserve may be a stronger driver of distributive justice perceptions than the match with expectations. While in many cases perceived deserved outcome is the same as expected outcome, future research should attempt to more precisely define the nature of this comparison standard.

Another area where greater precision is needed in distributive justice research is with the constructs outcome favorability, outcome fairness, and outcome satisfaction. In many studies, these constructs are used interchangeably. Brockner and Wiesenfeld (1996) identify differences between outcome valence (the extent to which one benefits from the outcome) and outcome fairness (the legitimacy of the outcome) but choose not to distinguish between these because of conceptual overlap and similar empirical findings regarding the two. They adopt the term outcome favorability to capture both valence and fairness. However, there are times when an outcome is unfavorable but fair (e.g., I did not get the job, but I realized the best person did). Similarly, an outcome can be favorable but unfair (e.g., I received a bigger raise than anyone else, not because of my performance, but because I am friends with my boss).

A conceptual overlap and yet distinction also exists between outcome fairness and outcome satisfaction. According to equity theory (Adams, 1965), both fairness and satisfaction are influenced by perceptions of equity in outcome distributions. Some researchers (e.g., Gilliland, 1994) have even included both satisfaction and fairness items in outcome ‘fairness’ scales. One the other hand, McFarlin and Sweeney (1992) distinguished fairness and satisfaction and found that fairness was predictive of satisfaction. Similarly, Cherry et al. (1999) found that expectation matching predicted fairness, whereas satisfaction was more strongly predicted by outcome valence. Given these subtle, but potentially important distinctions between valence (or favorability), fairness, and satisfaction, future researchers...
should be more precise when conceptualizing and assessing these constructs.

**Procedural Justice**

In the mid-1970s, researchers began to recognize that people are not only concerned about the fairness of outcomes, but are also concerned about the fairness of the process that leads to the outcomes. Thibaut and Walker (1975) identified process control or the ability to present one’s arguments as an important determinant of procedural justice. This determinant was subsequently labeled ‘voice’ (Folger, 1977) and considerable research has demonstrated the importance of voice for procedural justice in many areas of organizational behavior and human resource management (see Folger & Cropanzano, 1998, for a review). Approaching procedural justice from a somewhat different, resource allocation perspective, Leventhal (1980) discussed procedural justice as arising from the satisfaction or violation of the following procedural justice principles: bias suppression, consistency, accuracy of information, correctability, representativeness, and ethicality. As with voice, research has offered support for many of these procedural justice principles (e.g., Greenberg, 1986a).

Procedural justice research initially focused on the structural elements of procedural justice identified by Thibaut and Walker (1975) and Leventhal (1980). However, Bies extended the concept of procedural justice by examining the interpersonal aspects of justice that he termed ‘interactional’ justice (Bies & Moag, 1986). Interactional justice includes explanations, honesty, and interpersonally sensitive treatment. Although many researchers continue to discuss the three ‘types’ of justice, recent writing has combined procedural and interactional and discussed three aspects of procedural justice: structural procedures, informational justification, and interpersonal sensitivity (Cropanzano & Greenberg, 1997; Gilliland, 1993).

Not all researchers agree with combining procedural and interactional justice. Arguing that procedural justice and interactional justice are distinct constructs, Masterson, Lewis, Goldman and Taylor (2000) provide evidence that interactional justice perceptions are most strongly related to supervisor-related outcomes (e.g., job satisfaction) whereas procedural justice perceptions are most strongly related to organization-related outcomes (e.g., organizational commitment). On the other hand, Cropanzano, Byrne and Prehar (1999) argue that this distinction has less to do with different types of justice and rather reflects the focus of our typical measures of procedural and interactional justice. Procedural justice typically addresses formal company procedures, whereas interactional justice addresses manager communication and interpersonal style. Based on data, they suggest that more can be learned by addressing both procedural and interactional justice from a multifoci approach (e.g., supervisor and organization).

Just as distributive justice researchers have attempted to consolidate different justice principles and referents into the concept of expectation matching, Pearce, Bigley and Branyiczki (1998) provide a consolidation of procedural justice concepts. They argue that many of the principles of procedural justice can be found in organizations with meritocratic management practices. Further, in a study of Lithuanian and American engineers and managers, they found that political economy (i.e., country) was significantly related to perceived use of meritocratic practices and procedural justice and that use of meritocratic practices mediated the relationship between political economy and procedural justice. Although this study presents a useful first attempt to consolidate many principles of procedural justice, it is unclear how well the interpersonal and social principles of procedural justice are captured by meritocratic management practices.

One final extension to the procedural justice literature was offered by Mosholder, Bennett and Martin (1998). They proposed that procedural justice also exists at a work unit level and can be assessed by aggregating individual justice perceptions across members of the work unit. Using hierarchical linear modeling, they found that for satisfaction (but not commitment) unit level procedural justice explained variance beyond that accounted for by individual justice perceptions. Two cautions we note with regard to this direction are methodological and theoretical. Methodologically, it is important to determine whether aggregated perceptions actually represent a shared construct, rather than a simple statistical average. The organizational climate literature has developed statistical techniques for examining this issue (e.g., Kozlowski & Hattrup, 1992). Theoretically, the issue is more problematic, since justice has traditionally been considered an individual perception. When aggregated to a unit level it will be important to distinguish justice from climate and culture.

**Justice/Injustice Asymmetry**

One recent advance in the definition of organizational justice constructs has been the differentiation of justice and injustice. Specifically, some researchers have questioned whether justice and injustice represent symmetric end of a continuum. Gilliland, Benson and Schepers (1998) applied concepts from decision making’s image theory (Beach, 1996) and suggested that instances of injustice would have a greater impact on subsequent actions that instances of justice. Specifically, they presented evidence for an injustice threshold, which once surpassed cannot be compensated by just treatment. Mikula (1993; Mikula, Petri & Tanzer, 1990) takes this one step further and propose a theoretical model of injustice. He suggests that injustice arises...
from perceived violations of entitlement and the attributions of responsibility and blame to someone else. They presented support for this model of injustice through a series of studies with Austrian samples.

Any study of the asymmetry between justice and injustice must be with respect to some outcome of interest – for example, perceived fairness, decisions to retaliate, decisions to engage in organizational citizenship behavior. It is possible that injustice is the strongest driver of decisions to retaliate or withhold effort, but that justice is a much stronger predictor of decisions to engage and offer additional effort. The first step in understanding these relationships is to systematically distinguish justice from injustice. Most current models and measures of organizational justice do not provide this distinction. Clearly, we believe this is an area in need of further theoretical and methodological development.

Having defined organizational justice constructs, in the following section we discuss relationships between justice and employee attitudes and behavior.

**Outcomes of Justice**

Organizational justice has emerged as an important focus of organizational research because it is predictive of many attitudes and behaviors of employees. A discussion of these outcomes of justice helps illustrate the centrality of justice constructs and also helps distinguish justice constructs from other organizational behavior constructs. In the following sections we present research on the relationships between organizational justice and employee attitudes and behaviors. Included with the discussion of employee attitudes is emotional responses, which although not strictly attitudes, are clearly linked to both justice and attitudinal reactions.

**Justice and Employee Attitudes**

Researchers have consistently demonstrated that perceptions of procedural and distributive justice are correlated with many employee attitudes. In a large survey of US government employees, Alexander and Ruderman (1987) found that both procedural and distributive justice perceptions were correlated with job satisfaction, evaluations of supervisors, trust in management, and intentions to turnover. Additionally, they found that for all but intentions to turnover, procedural justice was a stronger predictor of attitudes than distributive justice. In addition to demonstrating links between justice and attitudes, this research launched a long stream of studies examining the relative importance of different types of justice.

McFarlin and Sweeney (1992; Sweeney & McFarlin, 1993) tested a two-factor model wherein procedural justice primarily predicts organization-oriented attitudes (e.g., organizational commitment) and distributive justice predicts personal attitudes (e.g., pay satisfaction). Support was found for this two-factor model. Martin and Bennett (1996) considered the two-factor model from another perspective and suggested that when justice perceptions are used to predict satisfaction and commitment, satisfaction and commitment are causally independent constructs. This line of research has been extended with differentiation between the structural and social (i.e., interactional) elements of procedural justice. For example, Masterson et al. (2000) demonstrated that structural elements of procedural justice predict organizational commitment, whereas the social elements of procedural justice predict job satisfaction. In non-US cultures, these relationships have not always held up. For example, Leung, Smith, Wang and Sun (1996) studied the relationships between justice and satisfaction among employees of joint venture hotels in China. Both distributive justice and structural procedural justice predicted satisfaction, but social procedural justice did not.

In addition to studying the relative effects of procedural and distributive justice on attitudes, McFarlin and Sweeney (1992) examined interactive effects. They found that organizational commitment was predicted by the interaction between procedural and distributive justice such that procedural justice had a strong effect on organizational commitment when distributive justice was low and distributive justice had a stronger effect on organizational commitment when procedural justice was low. Brockner and Wiesenfeld (1996) summarized 45 studies that examined this interactive relationship between procedures and outcomes on a variety of attitudinal outcomes and found that the basic interaction was quite robust. They presented various theoretical explanations for the interaction effect, but suggested that future research was needed to determine which explanations were more or less robust under different conditions. We discuss some of these theoretical explanations in a later section of this chapter.

Current research continues to examine relationships between justice and attitudes, but is looking at more complex mediating relationships. For example, Mossholder, Bennett, Kemery and Wesolowski (1998) examined whether procedural justice mediated the relationship between social power bases and work attitudes. Across two samples, support was found for a full mediation effect. Additionally, researchers have searched for mediators of the relationships between different types of justice and attitudes. Both perceived organizational support and leader–member exchange have demonstrated mediating roles (Masterson et al., 2000).

Our concern with much of the research on justice and attitudes is that it is driven more by boxes and
arrows (and the associated statistical techniques) than by solid theory. Additionally, when all of these constructs are entered into a nomological network, considerable construct overlap can be seen. For example, perceived organizational support, which reflects the quality of the relationship between employee and organization, shares construct space with perceived structural elements of procedural justice. Similarly, leader–member exchange, which is defined as the quality of the relationship between employees and supervisors, shares construct space with perceived social elements of procedural justice. This concern with construct overlap is even more evident when various measures of these constructs are compared. As we discuss further in a later section of this chapter, part of the problem is the absence of solid organizational justice theory.

In addition to studying justice and employee attitudes, recent research has examined the influence of justice on emotions. In early work on equity theory, Adams (1965) discussed the role of inequity on emotions such as anger and guilt. Despite this early discussion, justice researchers have only recently began to examine the nature of discrete or differential emotional reactions and perceived injustice. Mikula, Scherer and Atenstaedt (1998) examined data from a large sample drawn from over 37 countries to determine which emotions were associated with perceived injustice. They found that anger, disgust, and sadness were emotions most commonly linked to events perceived to be unfair. Building on the work that demonstrates interactive effects of procedures and outcomes (see Brockner & Wiesenfeld, 1996), Weiss, Suckow & Cropanzano (1999) developed hypothesized emotional reactions to different forms of justice and injustice based on appraisal theories of emotions. Happiness appeared to be based purely on the outcome; people were happier with positive outcomes than negative, regardless of procedural justice or injustice. On the other hand, anger resulted from a combination of a negative outcome and a procedure that was unfavorably biased against the recipient. Guilt resulted from a favorable outcome based on a procedure that was biased in favor of the recipient. One of the strengths of this particular study was the success at linking theories of emotions with elements of justice.

**Justice and Employee Behavior**

Early research on equity theory examined influences of overcompensation and undercompensation inequity on quality and quantity of work performance (see Greenberg, 1982, for a review). More recently, researchers have examined the influence of perceived justice and injustice on discretionary employee behaviors – both positive (Moorman, 1991) and negative (Greenberg, 1993). Positive discretionary behaviors have been studied under the label of organizational citizenship behaviors (e.g., Moorman, 1991), whereas negative discretionary behaviors include both theft (Greenberg, 1990) and more broadly defined organizational retaliation behaviors (Skarlicki & Folger, 1997).

In one of the first studies of justice and organizational citizenship behaviors (OCB), Farh, Podsakoff and Organ (1990) found that Taiwanese perceptions of procedural justice were related to one dimension of OCB. Moorman (1991) extended this research by examining both structural and social dimensions of procedural justice as well as distributive justice and their influences on OCB. With two samples of US manufacturing employees, he found that the social elements of procedural justice predicted four of the five dimensions of OCB. In an interesting follow-up using Chinese samples, Farh, Earley and Lin (1997) found that the relationships between justice and OCB were moderated by cultural values.

Two recent studies have examined perceived organizational support as a mediator of the procedural justice – OCB relationships (Masterson et al., 2000; Moorman, Blakely & Niehoff, 1998). Perceptions of justice are proposed to be one of the factors that influence the development of perceived organizational support. Based on a social exchange model, employees who perceive the organization as supporting them are more likely to reciprocate and support the organization through OCB. Both studies found support for this mediating role of perceived organizational support, although Masterson et al., found mediation only for the structural elements of procedural justice and not the social elements.

Just as perceived justice has been related to positive OCB, injustice has been related to theft and retaliation behavior. Greenberg (1990, 1993) demonstrated in field and laboratory experiments that the combination of distributive and procedural injustice can lead to increased employee theft. He also found that these theft rates can be mitigated by enhanced procedural justice. Further, both the informational and the interpersonal aspects of procedural justice contribute in an additive fashion to decreased theft rates (Greenberg, 1993). Skarlicki and Folger (1997) extended this research to broader organizational retaliation behavior including damaging equipment, calling in sick when not ill, and spreading rumors about coworkers. They found that a three-way interaction between distributive justice, and the structural and social elements of procedural justice predicted retaliation behavior. Specifically, distributive injustice had the greatest impact on retaliation behavior when the two elements of procedural justice were low. In a follow-up study, they found that personality also influence these relationships such that injustice had the greatest impact on retaliation for individuals low in agreeableness or high in negative affectivity (Skarlicki, Folger & Tesluk, 1999).
Conclusions
With regard to outcomes of justice, more than 15 years of research has consistently demonstrated the justice perceptions are predictable of employee attitudes, emotions, and behavior. The research on justice and employee behavior is particularly interesting in that current efforts are being developed around social exchange theories with clear differentiation between positive and negative discretionary behavior. It would be interesting for this research to take the next step and clearly differentiate between justice and injustice. In much of this research justice is assessed on a continuum so it is unclear the extent to which justice or injustice is the primary motivator of behavior. For example, do employees engage in OCB when they are not experiencing injustice or when they are experiencing particularly justice treatment?

Research on justice and employee attitudes is somewhat less clear in terms of theoretical conclusion. It is indisputable that justice perceptions correlate with satisfaction and commitment, but the theory behind these relationships is in need of further elaboration. Part of the problem in this domain is that the lack of longitudinal research hampers conclusions of causality. Some work by Chan and colleagues (e.g., Chan, Schmitt, Sacco & DeShon, 1998) on justice perceptions in personnel selection elaborated these issues of causality and shed some light on how justice perceptions develop over time. We will discuss these issues in the section on personnel selection. The problem of causality is also exacerbated by the conceptual overlap between justice perceptions and related perceptual constructs. Developing a solid theory of organizational justice would undoubtedly aid research on justice and attitudes. We now turn our attention to theories of organizational justice.

Theories of Organizational Justice
Organizational justice research grew out of a merging of Adams’ (1965) equity theory with Thibaut and Walker’s (1975) research on procedural justice. In spite of this early foundation in equity theory, a more comprehensive theory of organizational justice has not been developed. What have been developed are a number of frameworks that summarize organizational justice. For example, Greenberg (1987a) proposed a taxonomy of organizational justice theories that distinguished proactive from reactive approaches to studying justice and content versus process approaches. Similarly, researchers have developed frameworks for understanding and studying different dimensions or elements of justice in specific content domains such as performance appraisal (Greenberg, 1986a) and personnel selection (Gilliland, 1993). These frameworks have provided the foundation for considerable empirical research, but none provide a theory of organizational justice.

That is not to say that attempts have not been made at theory development. Lind and Tyler (1988) differentiated a self-interest model of procedural justice from a group value model. Folger (1986) proposed referent cognitions theory (RCT) as an explanation for reactions to injustice. Unfortunately, for the most part these theories have been only loosely applied by organizational justice researchers; few organizational studies have actually attempted to test or extend these theories. Additionally, these theories do not adequately explain the range of findings that have been presented by organizational justice researchers. On the other hand, researchers in social psychology have given more attention to theory development and have made some interesting extensions to these theories.

Before presenting a review of recent theory development, it is useful to discuss the qualities or properties we believe should be inherent in a comprehensive theory of organizational justice. We then use these criteria for evaluating existing theories and suggesting directions for future theory development. First, a good theory of organizational justice should explain both why people are concerned about justice and how people react to just injust situations. For example, equity theory (Adams, 1965) proposed that people are motivated to maintain a balance in exchange relationships (why justice is important) and that they evaluate equity by comparing inputs to outcomes relative to comparison others. Inequity produces negative emotions, which people attempt to minimize by altering their inputs or outcomes. The comparison process and responses to inequity represent the ‘how’ aspect of the theory. In addition to explaining why and how, a theory of organizational justice should be testable by accounting for existing empirical findings and suggesting new hypotheses. Through empirical evaluation of these hypotheses, a good theory of organizational justice should be refutable. This was one of the chief limitations of equity theory. For any individual, there are so many possible inputs, outcomes, comparison others, and responses to inequity that it is virtually impossible to refute the basic equity propositions. Even when imposing the refutability requirement, we are not sure how many theories of organizational justice meet this criterion. Finally, for a theory to be embraced by organizational justice researchers, it needs to be parsimonious. Many comprehensive theories of work motivation were never fully embraced by organizational researchers because they were too complicated (e.g., Kanfer & Ackerman, 1989; Naylor, Pritchard & Ilgen, 1980).

The two main streams of theory development in organizational justice research are the self-interest versus group value models (Lind & Tyler, 1988) and referent cognitions theory (RCT – Folger, 1986).
The former initially approached theory development from a ‘why’ perspective, whereas the latter approached theory development from a ‘how’ perspective. We review each of these streams, including current theoretical developments.

**Self-Interest Versus Group Value Models**

The self-interest and group value models of justice originally emerged as models of procedural justice from the social psychology literature. The self-interest model (hypothesis) proposes that people are concerned about procedural justice to the extent that procedural justice leads to favorable outcomes (Thibaut & Walker, 1975). This is primarily an instrumental model and was proposed to address the desire by the recipient for input into or control over decision processes. Lind and Tyler (1988) proposed an alternate model (i.e., group value model) based on social relationships and the desire for membership within a social group. Group membership provides self-validation, and relational information about relative position within the group enhances self-perceptions. Procedural justice is valued in a group situation because it provides evidence of respect and long-term stability of social standing. Therefore, a primary distinction between the self-interest model and the group value model is that people desire procedural justice as a means to an end within the self-interest perspective, but they desire procedural justice as an end in itself from the group value perspective (Brockner & Wiesenfeld, 1996).

Rather than presenting these two models in competition, most researchers acknowledge value in both perspectives. Tyler (1994) proposed an integrated model of the two perspectives and suggested that the social exchange aspects of the self-interest model account primarily for variation in distributive justice, whereas the relational aspects of the group value model account for variation in both procedural and distributive justice. Survey data was presented that supported these distinctions. Tyler, Degoey and Smith (1996) provided additional evidence that group value concerns are directly related to group-oriented outcomes such as OCB and organizational commitment.

Although the self-interest and group value models provide two good explanations for why people value justice, they do not offer much insight into how justice is evaluated and how perceptions of justice impact attitudes and behavior. Lind, Kulik, Ambrose and de Vera Park (1993) proposed fairness heuristic theory as an integration of the group value model with heuristic notions of decision making. Basically, this theory assumes that people frequently feel uncertain about their relationship with authority in a group situation. Impressions regarding fair treatment are used to decide whether the authority is trustworthy and unbiased. Once established, this impression serves as a heuristic to guide interpretation of subsequent events. Based on fairness heuristic theory, Van den Bos, Vermunt and Wilke (1997) proposed that early information regarding justice would have a greater impact on fairness perceptions than later information, because early information is used to form a fairness heuristic. Additionally, since people typically encounter procedures before outcomes, procedural justice tends to contribute more strongly to reactions than distributive justice. This would account for a common observation in the justice literature that procedural justice is more predictive of a variety of attitudinal and behavioral outcomes than distributive justice. By manipulating the order in which people encountered information about the procedure and outcome, Van den Bos et al. (1997) demonstrated that what people judge to be fair is more strongly influenced by early information than by later information.

Fairness heuristic theory provides a valuable extension of the group value model. Thus far, however, most research on this theory has appeared in the social psychology literature rather than the organizational psychology literature. Additionally, the fairness heuristic does not include a self-interest motive regarding procedural justice and does not explicitly address differential effects of different forms of justice on attitudinal and behavioral outcomes. For example, it does not explain why satisfaction tends to be more strongly associated with distributive justice, while organizational commitment tends to be more strongly associated with procedural justice (Sweeney & McFarlin, 1993).

**Referent Cognitions Theory**

Folger (1986) approached justice theory more from the ‘how’ perspective than the ‘why’ in his development of referent cognitions theory (RCT). RCT proposes that negative or dissatisfying outcomes trigger the recollection of events that might have contributed to the outcome. If unjustified or illegitimate events contributed to the outcome and it is possible to imagine more justified events that would have led to a more favorable outcome, the outcome is perceived as unfair. Therefore, fairness perceptions arise from ‘should/would’ reasoning whereby the situation is most unfair if the person believes the decision agent should have acted differently and this would have resulted in a more favorable outcome. RCT is based on Kahneman and Tversky’s (1982) research in decision making on the simulation heuristic, which suggests that dissatisfaction and regret arise from imagining counterfactual alternatives to the actual situation that would have changed the outcome.

RCT presents an interesting description of how unfairness perceptions arise. However, in terms of a general theory of justice, it has some problems. First, RCT has been most clearly articulated with regard to unfavorable outcomes. It is less clear how the theory applies to favorable outcomes.
Additionally, RCT does not directly address why people are motivated to pursue fairness. Finally, in its original version, RCT did not address the social aspects of procedural justice and how interpersonal sensitivity may limit counterfactual would/should reasoning. Recently, Folger and Cropanzano (1998) proposed fairness theory as an update to RCT that addresses some of these problems.

Under fairness theory, ‘Would’ counterfactuals defined by RCT are expanded to include counterfactual reasoning in response to any negative event. Whereas RCT focuses on responses to negative outcomes, Folger and Cropanzano (1998) suggest that negative events related to procedural justice can also trigger counterfactual reasoning. Additionally, RCT suggested a deliberate process of creating alternate scenarios, whereas fairness theory suggests that these scenarios can be automatically or implicitly generated without conscious awareness. Once counterfactual alternatives are generated, people respond to the magnitude of the discrepancy between the negative experience and the alternate counterfactual. Beyond simply reacting to this discrepancy, people also generate ‘Could’ counterfactuals and ‘Should’ counterfactuals. A Could counterfactual addresses whether the negative event was under decision maker’s discretionary control. We react more negatively or hold the decision maker more accountable if they had discretionary control than if they had no choice in the situation. Should counterfactuals address moral conduct and suggest that we also evaluate whether the decision maker acted in accordance with moral or ethical standards? These various counterfactuals combine in the following manner: people make an initial negative judgment by way of the Would counterfactual (imagining an alternative event that is less negative) and then evaluate whether sufficient Could and Should counterfactuals exist to make this judgment stick.

Given the expansion of would counterfactuals to include negative events and not just negative outcomes and given the inclusion of could and should counterfactuals, fairness theory includes many concepts from distributive and procedural justice. Additionally, fairness theory offers an explanation for the frequently observed interaction between procedures and outcomes (Brockner & Wiesenhfeld, 1996). Fairness theory also demonstrates some interesting similarities to image theory of decision making (Beach, 1996). In that theory, Beach suggested that decisions are made through a process of matching alternatives with our images of who we are and where were are going rather than an analytic process of weighting and evaluating alternatives as is suggested by traditional decision theory. Gilliland (1996) extended image theory to justice evaluations and suggested this image-matching process may help explain the process of judging the fairness of events and outcomes. It is possible that applying some of the concepts from image theory may help to further develop fairness theory, given that image theory provides more detail and specific hypotheses than fairness theory on the process by which people match experiences with mental images.

Unfortunately, fairness theory does fall short on some of our suggested criteria for effective theory. First, although Folger and Cropanzano (1998) suggest that fairness theory can (in principle) be applied to positive events and not just negative events, their presentation focuses on negative events. Second, as with fairness heuristic theory, fairness theory does not effectively account for differential reactions to various attitudinal and behavioral outcomes. For example, some research has demonstrated that with outcomes that are self-evaluative in nature, it is sometimes better if a negative outcome is accompanied by an unfair procedure. For example, Gilliland (1994) found that self-efficacy was lower when a candidate was rejected by a job-related selection procedure (high procedural justice) than an unrelated selection procedure (low procedural justice). Van den Bos, Bruins, Wilke and Dronkert (1999) found a similar effect when the self-evaluative context was highly salient, but not when less salient. It is unclear how fairness theory would account for this apparent reversal in the ‘fair process’ effect under conditions of high self-evaluation.

A final problem with fairness theory that may limit the extent to which it is embraced by organizational justice researchers is that it is somewhat complicated. We began our discussion of theory by suggesting that one criterion for an effective justice theory is parsimony. We worry that in their attempt to account for various justice observations, Folger and Cropanzano (1998) may have developed a theory that is comprehensive but not parsimonious. Just as fairness heuristic theory has been adopted mainly by social psychologists, who are possibly more interested in theory development than practical applications, fairness theory may be neglected by organizational psychologists focusing on practical issues in organizations. We view this lack of emphasis on theory development as one of the fundamental challenges facing research in organizational justice. Additionally, we believe the impact of insufficient theory development is reflected in measurement issues characteristic of much organizational justice research. In the following section, we turn our attention to these measurement issues.

**Measurement Issues**

Rather than a comprehensive review of the wide variety of measurement issues, this section focuses on four specific issues that we think are particularly important to the advancement of justice research.
First, we discuss the issue of validity in the use of generic versus domain specific scales. Next, we turn our attention to the validity of inferences drawn from laboratory research versus field studies. Finally, we discuss levels of analysis issues relevant to the valid measurement of justice constructs and assessment of relationships between justice and other constructs of interest.

Generic Versus Domain-Specific Scales

Generic scales of justice constructs consist of general attitudinal items that are ‘context-free.’ These items require the respondents to indicate their fairness perceptions without providing them specific contexts or domains of interest. Example items are ‘The rewards I receive from my job are fair’ (measuring distributive justice) and ‘The procedures for determining rewards for employees here are fair’ (measuring procedural justice). On the other hand, domain specific scales, as the name suggests, consist of domain- or context-specific items such that they refer to some specific aspect of the work environment. These items require the respondents to indicate their fairness perceptions in a specific context or domain of interest. Example items are ‘The salary I receive is a fair reward of what I do on the job’ (measuring distributive justice in the pay context) and ‘When judging my job performance, my supervisor gives me a chance to express my views or explain what I have done’ (measuring procedural justice in the performance appraisal context).

Greenberg (1996) argued against investigating justice in a context-free manner and advocated studying justice issues as they apply to specific contexts such as performance appraisal and employee theft. He argued that, while studying general attitudes toward fairness (i.e., context free) is less informative, studying justice in context provides new insights that help increase our theoretical understanding and address practical concerns associated with organizational phenomena in the specific contexts. Domain-specific scales, rather than generic scales, direct the respondent’s attention to a specific aspect of a situation about which he or she is likely to have focused justice attitudes. In addition, it is possible to develop domain-specific scales in a theory-driven manner so that the various facets of a theory of justice are operationalized and tested. For example, a theory of procedural justice may explicate ‘voice in decision making’ as one of the procedural rules that contribute to procedural justice perceptions. The use of domain specific scales containing items similar to ‘When judging my job performance, my supervisor gives me a chance to express my views or explain what I have done’ would allow the researcher to directly investigate the role of voice in decision making.

We agree with Greenberg (1996) that it is important to study justice in specific contexts or domains because it allows measurement that is theory-driven and tailored to fit the specific setting. Generic items tend to be less informative, since they do not tell us the specific aspects of the work situation the respondents had in mind when reporting their fairness perceptions. If respondents have different contexts in mind when they answered generic items and fairness perceptions do indeed vary in important ways across contexts, then the fairness scores obtained from generic items could be misleading. On the other hand, we believe that the use of generic scales to measure overall fairness perceptions is appropriate for certain research questions. For example, a researcher may be interested in the relationship between overall fairness perceptions at work and organizational cynicism. When the concern is with global justice perceptions, then it is perfectly appropriate to use generic items such as ‘The procedures for determining rewards for employees here are fair.’ The central measurement issues concerning the use of generic versus domain-specific scales are issues of validity. Because validity refers to the accuracy of inferences drawn from the scale scores rather than an inherent property of the scale, the choice between generic and domain specific scales should be driven by the nature of the research question and the justice construct of interest.

Another measurement issue concerning the use of generic versus domain-specific scales may be the extent to which justice perceptions contain a dispositional component. Although some researchers have examined individual differences in equity sensitivity (Huseman, Hatfield & Miles, 1987), we are not aware of research that systematically examines dispositional influences on justice perceptions. Notwithstanding methodological limitations, it is possible that twin studies may prove informative for investigating dispositional effects. Given that domain-specific scales anchor justice perceptions in a specific situation, we expect dispositional influences to have a greater influence on generic than domain-specific scales.

Laboratory Research Versus Field Studies

Laboratory research on organizational justice refers to studies conducted under controlled experimental conditions, in which the independent variables were manipulated. In these studies, the justice constructs are either the independent or dependent variables, depending on the hypotheses in question. For example, in an experimental study by Greenberg (1993) examining justice effects on theft, distributive justice was manipulated by paying participants equitably in one condition and not in the other condition. In another experimental study by Van den Bos et al. (1997), justice (fairness perceptions) was examined as a dependent variable, with the order in which participants encountered information about
the procedure and outcome as the independent variable. In field studies of organizational justice, the independent (or more accurately, predictor) variables were typically measured rather than manipulated. For example, McFarlin and Sweeney (1992) administered a survey to a sample of bank employees, which included measures of fairness perceptions (distributive and procedural justice) and a measure of organizational commitment. The authors treated the justice variables as independent variables predicting organizational commitment.

The strengths and weaknesses of laboratory and field studies have been well discussed in organizational psychology and we do not intend to repeat them here. Much of the discussions can be summarized in the tension between internal and external validity. Specifically, laboratory studies often rely on college students in a contrived experimental setting that may offer little generalizability to work settings. On the other hand, field studies investigate realistic but uncontrolled situations, which prevents us from ruling out the multitude of alternative plausible explanations for results.

We think that a program of research that would truly advance the study of justice is one that employs both laboratory and field studies in a complementary fashion. As laboratory studies establish causal relationships, field studies generalize the laboratory findings to naturalistic settings. Field studies also help identify relevant variables to be included and generate causal hypotheses to be tested in laboratory studies. Together, laboratory and field studies ask converging questions of justice phenomena and their findings could provide convergent evidence. Greenberg’s program of research on justice-based accounts of theft and performance appraisals exemplifies this integrative approach to laboratory and field studies. For example, he used a laboratory study (Greenberg, 1993) to follow up his field study (Greenberg, 1990) on theft because the former allowed him to control key variables that were impossible to control in the field. As another example, Greenberg used surveys in the field setting (Greenberg, 1986a) as well as laboratory experiments (Greenberg, 1987b) to obtain convergent evidence for his justice-based accounts of performance appraisals.

Before leaving this section on laboratory versus field studies, we want to caution against two confusions. The first is not to confuse the laboratory—field distinction with the experimental—correlational distinction. The laboratory-field distinction refers to study setting, whereas the experimental—correlational distinction refers to study design. The two distinctions are conceptually orthogonal, although most studies conducted in laboratory settings have employed experimental designs and most studies conducted in field settings have employed correlational designs. In fact, we believe there has been an over reliance on correlational field studies to investigate justice phenomena. In part, this may have limited theory development, as was discussed earlier in this chapter. Additionally, it has limited the practical conclusions that can be drawn from justice research. Whereas correlational studies can lead to the conclusion that perceptions of justice are correlated with organizational commitment, they cannot lead to the recommendation that improving justice within an organization will improve employee commitment. This latter conclusion requires a field experiment. Field experiments, when adequately conducted, provide a promising way to study justice, since they have more realism over laboratory experiments (hence increasing external validity) and more control over correlational field studies (hence increasing internal validity). Unfortunately, only a few studies conducted in field settings have employed quasi-experimental or experimental designs to examine justice perceptions (e.g., Greenberg, 1990).

Levels of Analysis Issues

With the increased use of workteams to accomplish work, as well as the increased interest in multilevel research, there is an increased proliferation of new constructs at multiple levels (e.g., workgroup, organization). Each higher-level construct is composed from the established construct at the individual level (Chan, 1998). The justice construct, which is essentially an individual level construct insofar as it refers to an individual’s perceptions, could be similarly composed to higher levels. Indeed, earlier in the chapter we mentioned that Mossholder et al. (1998) proposed that procedural justice also exists at the workgroup level. However, as we engage in higher-level or multilevel research, such as examining procedural justice at the workgroup level, we need to address levels of analysis issues. Many of these levels issues concern construct validity and measurement involved in proposing or ‘composing’ higher-level constructs from established lower-level constructs. The reader is referred to Chan (1998) for a summary of these issues and a proposed typology of composition models, which serves as a framework for organizing, evaluating, and developing constructs and theories in multilevel research.

In this section, we emphasize the need to specify adequate composition models when examining justice at higher levels of analysis. Composition models specify the functional relationships among constructs at different levels of analysis that reference essentially the same content but are qualitatively different at different levels of analysis (Rousseau, 1985). For example, a composition model of workgroup procedural justice would specify how the group-level construct of procedural justice is derived from the established individual-level construct of procedural justice perceptions.
and how this new group-level construct can be empirically validated.

Without adequate composition models, there is a danger that the increased interest in multilevel theorizing would lead to a multitude of higher-level justice labels, all of which purportedly refer to scientific constructs but in reality have no incremental explanatory value over the individual level justice construct. In Chan’s (1998) typology there are five basic forms of composition, and each composition model is defined by a particular form of functional relationship specified between constructs at different levels. These composition models have direct implications for the manner in which we conceptualize and measure justice at a level higher than the individual (e.g., workgroup level).

Consider the construct of procedural justice at the individual and group levels. Should we adopt an additive composition (Chan, 1998) in which the individual group members’ justice perception scores are simply summed or averaged to represent the group’s score on procedural justice? Chan (1998) argued that whether or not the relationship between levels is additive (or some other composition form) depends on the definition of the higher-level construct, which is part of the composition theory explicitly specified by the researcher or, more often, implicit in the hypothesized relationships between focal constructs in the study. If by group procedural justice we mean the average justice perceptions of individual group members, then an additive composition form would be relevant. On the other hand, consider the case in which the researcher is interested in testing the hypothesis that workgroup procedural justice is positively associated with group cohesion. The researcher may base this hypothesis on the theory that the more similar the extent of procedural justice perceptions is among individual members of a group (i.e., smaller within-group variance regardless of group mean), the higher the extent of group cohesion. In this formulation, within-group consensus in justice perceptions scores is construed as the operationalization of the group-level construct (i.e., dispersion composition in Chan’s typology). This dispersion measure, typically labeled climate strength, is then correlated with the measure of group cohesion to test the researcher’s hypothesis, which is more accurately formulated as workgroup procedural justice climate strength is positively associated with group cohesion.

While the issues of generic versus domain-specific scales and laboratory versus field studies are relatively well discussed in various areas of organizational research, researchers are only beginning to be introduced to conceptual and measurement issues concerning levels of analysis. We predict that levels of analysis issues will become more salient in future work on organizational justice, as in other areas of organizational research.

APPLICATIONS OF ORGANIZATIONAL JUSTICE

Organizational justice constructs and models have been applied to a wide variety of resource allocation and personnel decision situations. Rather than attempt to comprehensively review this wide body of literature, we have chosen to focus on three particular applications: performance evaluation, personnel selection, and diversity management. All of these applications focus on personnel decisions involving recognizing and evaluating individual differences. Additionally, these three areas can be seen as falling on a continuum in terms of stages of development. Research on justice in performance evaluation began in the mid-1980s and is fairly well developed. More recently, research on justice in personnel selection began in the early 1990s and research on justice in diversity management is a very recent application of organizational justice principles.

Performance Evaluation

Researchers in the area of performance evaluation have long acknowledged that reactions of people being evaluated by an evaluation system are critical to the success of that system (Carroll & Schneier, 1982). Early research on reactions to performance evaluations demonstrated that aspects of the appraisal process had a greater influence on perceptions of fairness and accuracy than the actual ratings themselves (Landy, Barnes-Farrell & Cleveland, 1980). However, it was the work of Greenberg (1986a, b) that clearly applied organizational justice to the study of performance evaluation. Greenberg (1986b) argued that distributive justice in performance evaluation reflects both the accuracy of ratings based on performance and the linkage between evaluations and outcomes such as pay or promotion. Greenberg (1986a) expanded the application of organizational justice to performance evaluation by identifying procedural justice determinant of perceived fairness. Specifically, using an open-ended questionnaire, Q-sort techniques, and importance ratings, he identified the following five procedural factors: (1) soliciting and using input prior to evaluation; (2) two-way communication during the feedback interview; (3) ability to challenge evaluation; (4) rater familiarity with ratee’s work; (5) consistent application of standards. Many of these factors are clearly related to Leventhal’s (1980) dimensions of procedural justice in a resource allocation context.

Beyond identifying what aspects of the evaluation process and outcomes influence perceptions of organizational justice, researchers have examined the influence of perceptions of fairness on attitudinal and behavioral outcomes. For example, Folger and Konovsky (1989) collected perceptions of
four dimensions of procedural justice (feedback, planning, recourse, and observation) as well as three aspects of distributive justice and examined the relationship between these perceptions and satisfaction with pay raise, organizational commitment, and trust in supervisor. They found that procedural justice (mainly feedback) was the primary predictor of organizational commitment and trust in supervisor, whereas both procedural justice and distributive justice predicted pay raise satisfaction.

Despite the identification of many components of procedural justice in performance evaluation, most attention has been directed toward employee participation or voice in the evaluation/feedback process. Korsgaard and Roberson (1995) examined the roles of instrumental and noninstrumental voice in predicting satisfaction with the review and trust in supervisor. Both types of voice were found to predict satisfaction, while only noninstrumental voice was found to predict trust in supervisor. After identifying 27 studies that examined the relationship between participation in the performance evaluation process and employee reactions, Cawley, Keeping, and Levy (1998) conducted a meta-analysis and found an average effect size of \( r = .61 \). They found that participation had the greatest effects on satisfaction and perceived fairness and moderate effects on motivation to improve and perceived utility of the performance evaluation.

Current research on organizational justice and performance evaluation has adopted a broader performance management system approach. Gilliland and Langdon (1998) argued that the performance management process involves three interrelated processes: (1) system development, (2) appraisal processes, and (3) feedback processes, and that organizational justice is important in all three processes. Consistent with this suggestion, Giles, Findley, and Field (1997) examined perceptions of the performance appraisal system, perceptions of the feedback session, and perceptions of supervisors actions outside the session. All three sets of perceptions were found to explain unique variance in evaluations of appraisal fairness. Cherry and Gilliland (1999) focused on the system development stage of the performance management process and found that input during system development, predicted reactions to performance appraisals and trust in supervisor 18 months after system development.

Perhaps some of the best research from a performance management system approach has been conducted by Taylor and colleagues (Taylor, Tracy, Renard, Harrison, and Carroll, 1995; Taylor, Masterson, Renard, and Tracy, 1998). Taylor et al. (1995) conducted a field experiment in which they implemented a due-process performance appraisal system (DPPS) in a government agency. The concept of a DPPS was discussed by Folger, Konovsky, and Cropanzano (1992) and involves providing adequate notice (e.g., training for employees and managers to develop standards and training on giving and receiving feedback), fair hearing (e.g., self-appraisals and training on two-way communication), and judgment based on evidence (e.g., appraisals fitted to job and training on collecting and recording performance related information). In Taylor et al.'s (1995) study, reactions and attitudes were collected from employees and supervisors who experienced the new performance appraisal system and from those in a control group who continued to use the existing system. Compared to employees in the control group, the DPPS resulted in greater perceived appraisal fairness and satisfaction with rating, more positive evaluations of supervisor, and stronger intentions to remain with the organization. For managers, the system resulted in decreased work problems and increased job satisfaction.

Clearly, application of organizational justice has resulted in greater understanding of the performance evaluation process. Prior to research oriented around organizational justice concerns, most research on performance evaluation focused on rater accuracy and rater errors (Murphy & Cleveland, 1995). Organization justice research has demonstrated that managing fairness perceptions is one of the keys to effective performance management (Gilliland & Langdon, 1998). Beyond the application of organizational justice to performance evaluation, it is interesting to ask: To what extent has performance evaluation research contributed to understanding of organizational justice? We now turn our attention to this question.

**Contributions to Organizational Justice**

One of the clearest contributions that performance evaluation research has made to understanding organizational justice is in the area of employee input or ‘voice.’ Through performance evaluation research, we have learned that voice can involve much more than simply asking for employee input. In their meta-analysis of the relationship between employee participation and reactions to performance evaluation, Cawley et al. (1998) distinguished value expressive voice, instrumental voice, completion of a self-appraisal, and simple time spent talking. Over a wide variety of studies, these four types of voice demonstrated substantial differences in their relationships with employee reactions. Value expressive and instrumental voice demonstrated the strongest relationships with reactions \( r = .47 \) and .42 respectively), whereas self-appraisals and time spent talking demonstrated much weaker relationships with reactions \( r = .22 \) and .16 respectively).

Dulebohn and Ferris (1999) expanded the notion of voice further by distinguishing informal voice mechanisms from the more commonly studied aspects of voice, such as those studied by Cawley et al. (1998). Informal voice includes supervisory-focused influence tactics, such as ingratiation.
tactics of flattery and doing favors, as well as job-focused influence tactics that include self-promotion activities. In a study of food service workers, procedural justice evaluations were found to be positively related to supervisory-focused influence tactics and negatively related to job-focused influence tactics. These effects were moderated by instrumental voice such that influence tactics had the greatest effect on procedural justice when instrumental voice was low. In addition to expanding our conceptions of voice, this study demonstrated some interesting interplay between different types of voice.

Another contribution to organizational justice from research in performance evaluation is the demonstration that justice is important to both the decision recipient and the decision maker. In their study of a DPPS, Taylor and colleagues (1995) demonstrated that procedural justice in the performance evaluation system has a positive impact on both employees’ and supervisors’ attitudes. A follow-up study (Taylor et al., 1998) demonstrated that for managers, the positive effect of the DPPS on their working relationship with their employees and the negative effect on tendencies to distort ratings were moderated by the perceived unfairness of managers’ own performance evaluations. The effects of the DPPS were strongest for those managers who perceived greatest unfairness in their own evaluations. Both of these studies by Taylor and colleagues demonstrate that justice is important for decision maker as well as recipients. We know of no other research that examined the impact of justice on individuals responsible for allocating the outcome.

**Future Research Directions**

We believe that Taylor and colleagues (1995, 1998) have demonstrated some interesting effects of just performance evaluation on managers. Future research should extend this line of inquiry by examining how managers’ own experiences influence their implementation of just performance evaluation. Taylor and colleagues (1998) suggested that the procedurally just DPPS had a greater impact on managers who perceived their evaluations to be unfair because these managers were sensitized to issues of mistreatment and bias and therefore they made greater efforts to avoid these biases. Unfortunately, they provided data on actual manager behavior. Do managers treat employees differently during performance evaluations as a result of their own experiences of justice or injustice? More generally, do managers’ experiences of justice impact their managerial behavior? We might expect that those managers who had themselves been laid off at some point would be more sensitive to just treatment when laying off their own employees. On the other hand, it is possible that prior injustice desensitizes managers in terms of their own behavior. We believe that this is an interesting area for future research.

Another area in performance evaluation that may benefit from future research is an investigation of potential negative effects that result from implementing just performance evaluations. It is possible that employees who are sensitized to fair treatment through training associated with a procedurally just performance evaluation system may be more likely to complain when they are treated unfairly with that new system. Do complaints or challenges to performance evaluation increase with increased attention to procedural justice? This research question is similar to a sensitization to sexual harassment and increase in sexual harassment claims to the EEOC by more than 50% following the Clarence Thomas – Anita Hill hearings in 1991 (Bennet-Alexander & Pincus, 1998). More research is needed to identify whether negative outcomes increase as a result of sensitization to justice.

**Personnel Selection**

Traditionally, the discussion of fairness in personnel selection focuses on the psychometric properties of selection tests as they relate to concerns such as adverse impact and differential prediction across demographic groups. While research in this direction has continued (e.g., Arvey & Sackett, 1993; Bobko, Roth & Potosky, 1999; Sackett & Roth, 1996; Schmitt, Rogers, Chan, Sheppard & Jennings, 1997), there is a surge of recent interest in selection test fairness perceptions and other related test perceptions such as perceived job relevance (e.g., Arvey, Strickland, Draudsen & Martin, 1990; Bauer, Maertz, Dolan & Campion, 1998; Chan, 1997; Chan & Schmitt, 1997; Chan, Schmitt, DeShon, Clause & Delbridge, 1997; Chan, Schmitt, Sacco et al., 1998; Gilliland, 1993; 1994; 1995; Smither, Millsap, Stoffey, Reilly & Pearlman, 1996). In this section, we review the applications of justice principles to personnel selection research, focusing on what aspects of the selection process are most important to the applicant, as well as highlight how these applications have in turn contributed to our understanding of organizational justice. For detailed reviews of the status of research on applicant reactions to selection tests, including test fairness perceptions, see Gilliland and Steiner (2001) and Schmitt and Chan (1999).

Initial models of applicants’ reactions to personnel selection did not explicitly mention organizational justice. For example, Iles and Robertson (1989) discussed the psychological impact of selection on candidates and hypothesized that the features of selection methods, the nature of the decision, and the specificity of feedback would influence cognitive and affective reactions to selection. In turn, these reactions would influence work attitudes and performance. Similarly, Schuler (1993)
suggested that the following four factors influenced the acceptability of selection situations: (a) the presence of job-relevant information, (b) participation or representation in the development of the selection process, (c) understanding the nature and relevance of the evaluation process, and (d) the content and form of feedback accompanying the decision. Both of these models clearly contain components that are related to structural and informational dimensions of procedural justice.

Organizational justice constructs and research were directly applied to personnel selection in the framework proposed by Gilliland (1993). Gilliland defined several procedural justice rules specifically for the selection context and classified these rules into three categories. Formal rules, such as job-relatedness of the test, opportunity to perform during the selection process, opportunity for reconsideration or review of test scores, and the consistency of test administration, are determined by the type and content of the selection specific tests or procedures. Explanation rules, such as feedback about test results and justifications regarding selection decisions, are concerned with the extent to which information derived from the selection process is made known and the selection decisions made are explained to applicants. Interpersonal treatment rules concern the actions of test administrators and other human resource personnel encountered by applicants during the selection process and they refer to the extent to which applicants perceive themselves as being treated fairly.

Gilliland argued that violations of these rules lead to perceptions of procedural injustice and negative applicant reactions. This argument has been largely supported by the empirical research on applicant test perceptions, both in laboratorv (e.g., Gilliland, 1994; Smither et al., 1996) and field settings (e.g., Bauer et al., 1998; Chan, Schmitt, Jennings, Clause & Delbridge, 1998; Ryan & Chan, 1999). Among the selection procedural justice rules posited by Gilliland, the most robust finding is probably the importance of the job-relatedness rule in influencing test fairness perceptions, which has been documented by the majority of studies on test reactions (e.g., Kluger & Rothstein, 1993; Rynes & Connerley, 1993; Schmit, Ryan, Sterwalt & Powell, 1995). Job-relatedness refers to both the face validity and perceived predictive validity of the selection procedure (Chan, Schmitt, Jennings et al., 1998). Most simulations including assessment centers have this 'transparent' quality (Schuler, 1993), which explains the favorable fairness perceptions often engendered by these selection procedures (e.g., Macan, Avedon, Paese & Smith, 1994; Rynes & Connerley, 1993). The general consensus from the research findings is that selection procedures involving simulations elicit more favorable test fairness perceptions than those using paper-and-pencil measures (for review, see Schmitt & Chan, 1999).

The importance of the other procedural rules in influencing selection fairness perceptions has also been documented. The opportunity to perform rule, which is conceptually rooted in the procedural justice concept of voice (Thibaut & Walker, 1975), was demonstrated in studies which showed that unstructured interviews were perceived as fairer than structured interviews because applicants believed that they have more opportunity to demonstrate or describe their abilities (Latham & Finnegan, 1993; Schuler, 1993). The importance of the opportunity for reconsideration rule has also been documented by Murphy, Thornton and Reynolds (1990), who reported that applicants perceived the use of drug testing in selection as fairer if there was a provision for retesting.

Compared to the procedural justice aspects, the distributive justice aspects of Gilliland’s (1993) model appears to have received less attention. Gilliland mentioned three distributive justice rules (equity, equality, need) but only equity concerns have been the major focus of selection fairness studies. Recall that equity refers to the notion that people should receive outcomes that are coincident with the inputs they provide. In the selection context, the inputs provided by the applicants are their job relevant experiences and skills, and their outcomes are judged relative to other job applicants with whom they are familiar. Outcomes are typically the hiring decisions.

A major reason for the interest in fairness perceptions in the selection context was the assumption that these perceptions had an impact on subsequent applicant attitudes and behaviors. There is now some evidence to support this assumption. Singer (1992, 1993) found that individuals who perceived unfairness in the staffing procedures were less likely to accept a job than those who perceived the procedures to be fair. Gilliland (1994) found that workers who perceived that they were selected by unfair means had poorer work attitudes and job performance than those who perceived that they were selected fairly. Bauer et al. (1998) examined the importance of procedural justice in the prediction of several outcomes before and after actual applicants for an office position received feedback about their performance on a paper-and-pencil ability test. After the test, but before the provision of outcome feedback, outcomes including applicants’ perceptions of organizational attractiveness and their intentions about future involvement with the organization were related to the provision of information about the test and treatment at the test site. Bauer et al., also found that procedural justice contributed incrementally to the prediction of test fairness perceptions and test-taking self-efficacy, beyond the prediction afforded by knowledge of test pass/fail outcome. However, no similar incremental prediction was found when the outcome was organizational attractiveness or future organizational involvement intentions.
Earlier in the chapter, we noted that one frequently cited hypothesis in the organizational justice literature is that there is an interaction between distributive justice and procedural justice in predicting reactions and outcomes. In the selection context, Gilliland (1994) experimentally manipulated job relatedness and explanations offered for the tests (procedural justice) and hiring decisions (distributive justice) and found that job relatedness and hiring decision interacted to affect perceptions of outcome fairness. In addition, there was an explanation by decision interaction effect on recommendation intentions. The nature of the two interactions was such that the procedural rule mattered only to rejected applicants in that their outcome fairness perceptions were more positive when an explanation was offered or when the tests were considered more job-related.

We think that the procedural justice by distributive justice interaction in selection contexts, as well as the relative importance of procedural rule violations versus the selection outcome, should be researched further. It would be useful to collect data on the relative importance of the various procedural rules in the production of the procedural justice by distributive justice interaction. One practical objective of such studies would be to establish the most effective ways to reduce the negative perceptions that result from a rejection decision in the selection context.

**Contributions to Justice Research**

The applications of justice principles in personnel selection research contribute to research on organizational justice in several important ways. First, justice-based studies of the selection process together provide a good mix of approaches to increasing our understanding of justice. For example, researchers were able to obtain convergent evidence for procedural justice effects by conducting studies that employed simulations (e.g., Chan et al., 1997) and those that employed actual experiences of applicants (e.g., Chan, Schmitt, Jennings et al., 1998), studies that used experimental designs (e.g., Gilliland, 1994) and those that used correlational designs (e.g., Steiner & Gilliland, 1996), and studies in laboratory settings (e.g., Smither et al., 1996) and those in field settings (e.g., Smither, Reilly, Millsap, Pearlman & Stoffey, 1993). Justice-based personnel selection research represents a number of procedural justice rules that were able to obtain convergent evidence for procedural justice interaction, as well as the nature and strength of the interaction, if one exists. We believe that a major reason for the large amount of published works generated from Gilliland’s (1993) model of selection fairness is that the model explicitly described a number of procedural justice rules that allowed a variety of specific hypotheses to be formulated and tested.

A third contribution of selection fairness perception research concerns the timing of the administration of procedural justice perception measures relative to distributive justice perceptions. Several selection or test fairness perception studies have shown that the level of procedural justice perceptions, as well as the effects of these perceptions, varied according to whether the data on procedural justice perceptions were collected before or after on performance on the selection test, as well as before or after knowledge of selection/test outcome (e.g., Bauer et al., 1998; Ryan & Chan, 1999). The issue of the timing of procedural justice perception data is important for conceptual, methodological, and practical reasons (Chan, Schmitt, Sacco et al., 1998). Consider the issue of pretest versus posttest collection of procedural justice perception data. It is possible that relative to posttest justice perceptions, pretest justice perceptions are more influenced by applicants’ general belief in testing and their past experiences with tests, and that posttest justice perceptions are influenced by performance on the test. Posttest procedural justice perceptions on the test may be self-serving in the sense that applicants who believe that they did poorly report that the test is unfair or irrelevant, whereas those who did well report favorable justice perceptions.

Conceptually, comparing procedural justice perceptions across pretest and posttest data collection could help clarify the nature of justice perceptions and the causal relationships between test performance and these perceptions. Methodologically, if justice perception data collected before and after test performance yield different response patterns and have differential associations with external variables (e.g., test performance, general belief in tests), then perception data across the two measurement occasions may not be equivalent or directly comparable. When justice perception data from pretest and posttest measurements are combined across studies in a meta-analysis, the results may not be meaningful and may even be misleading. Additionally, if pretest and posttest justice perceptions differ as a function of test performance, then inferences base on justice reactions to selection tests that underlie important practical recommendations and decisions may vary depending on when justice reactions data are collected.
Future Research Directions

Future studies examining procedural justice perceptions of selection procedures should assess distributive justice perceptions (Schmitt & Chan, 1998). Some studies have attempted to explain fairness perceptions of selection tests in terms of self-serving bias (e.g., Chan et al., 1997). The notion of self-serving bias is clearly related to notions of distribution justice insofar as both are concerned with attitudes towards desired outcomes. Combining accounts of test reactions based on applicant motivational and self-serving mechanisms with the justice accounts of test perceptions offered by Gilliland’s (1993) model could provide a better explanation of applicant fairness perceptions in selection contexts (Chan, Schmitt, Jennings et al., 1998; Schmitt & Chan, 1998).

While there is some evidence to indicate that justice perceptions in selection matters, we think more research is needed concerning the practical consequences of justice perceptions. Most of the research on outcomes of selection fairness perceptions has been relatively contrived and conducted with college students. In addition, the outcome variables were often intentions rather than actual behaviors.

Another promising avenue of research concerns the way in which justice perceptions on a selection test can actually affect the intended test constructs. Some evidence regarding this possibility is provided by the research of Chan and colleagues (Chan & Schmitt, 1997; Chan et al., 1997; Chan, Schmitt, Sacco & Family, 1998), which showed that a component of the systematic variance in ability test scores may reflect differences in test taker perceptions of the test rather than true differences in ability.

Because of obvious sociopolitical implications in the USA, a research-worthy issue concerns racial differences in justice perceptions of the selection process. Future research in this direction is likely to build on existing studies that have consistently found that African American test takers reported lower test fairness perceptions and other test-taking motivation (e.g., Chan et al., 1997; Schmit & Ryan, 1997), particularly when the selection tests were administered in a paper-and-pencil format (Chan & Schmitt, 1997). Issues of racial differences in justice perceptions are critical in diversity management in organizations, which is another area of application of organizational justice.

Diversity Management

Compared to research on justice in performance evaluation and personnel selection, research on justice in diversity management is a very recent application of organizational justice principles. In the United States, diversity management is becoming increasingly popular in management practices as organizations respond to demographic changes in the workforce and attempt to harness a strategic advantage from their demographically diverse pool of employees (Cox, 1991; Cox & Blake, 1991). However, as noted by Gilliland and Gilliland (2001), diversity management can sometimes be ineffective and can even lead to negative reactions and lawsuits. We discuss how organizational justice principles have been or can be applied to explain reactions to different types of diversity management programs. Specifically, we examine how different aspects of the diversity management process may violate or enhance justice perceptions, which could in turn affect other reactions and behaviors.

One of the first applications of organizational justice principles to diversity management was a study by Leck, Saunders and Charbonneau (1996), which examined the effects of employee fairness perceptions of affirmative action programs (AAPs) on employee attitudes and behaviors. Using Gilliland’s (1993) model of fairness perceptions of selection systems and findings from research about AAPs, Leck et al. (1996) proposed a model of fairness perceptions of AAPs. In their model, justice (distributive and procedural) perceptions have effects on employee diversity attitudes (i.e., resistance to diversity integration) as well as behaviors that affect diversity integration. Using data from a sample of 1412 employees at a large printing and publishing company in Canada, the authors obtained results that were generally consistent with the model. Specifically, the results showed that when employees perceived the AAP to be distributively and procedurally fair, they were more likely to have positive attitudes towards working with women and minorities, as well as more likely to engage in diversity integration behaviors.

In terms of recipients of affirmative action, Chacko (1982) found that women who felt that they were holding token positions reported low job satisfaction and organizational commitment. Heilman, Kaplow, Amato and Stathatos (1993) found that women who perceived that gaining employment was due to their gender rather than qualifications reported lower self-perceptions of competence. Following up from these findings, Richard and Kirby (1998) argued that diversity programs that are perceived as procedurally unjust would result in negative beneficiary attitudes, regardless of a positive outcome produced. They found empirical support for the argument in an experimental, scenario-based study using a sample of 90 white women business students in a US midwestern university. Results indicated that when procedural justice was low, the women participants rated the decision to hire them as part of the diversity program more negatively, experienced more negative attitudes toward their own abilities, rated the diversity program more negatively, and rated coworker perceptions toward them more negatively.

A recent study by Day et al. (1999) examined the self-categorization of 254 library employees
(70% female; 87% white/non-Hispanic) by asking them if they consider themselves to be a member of an underrepresented group. Of those who considered themselves to be members of an underrepresented group, 15% were white majority group members. These nontraditional underrepresented group members reported more negative general attitudes toward diversity-related issues than employees classified as traditionally underrepresented or not underrepresented. Procedural justice perceptions toward diversity-related issues were found to completely mediate the relationship between nontraditional underrepresented group identity and attitudes toward diversity.

**Contributions to Justice Research**

Unlike performance evaluation and personnel selection research, the application of justice principles to diversity research is very recent and we feel that it is too early to evaluate the contributions that diversity research has made to understanding organizational justice. However, we speculate that a potential contribution of diversity research lies in the controversial nature of diversity issues.

In issues of performance evaluation and personnel selection (independent of diversity issues such as AAPs in selection), it is usually not difficult to find some relatively universal principles (at least within a culture) that are associated with fairness perceptions. For example, the principle of meritocracy is typically and easily associated with fairness perceptions of selection and evaluation decisions. This makes it easy to present a selection or evaluation situation that would predictably elicit fair (or unfair) perceptions. Diversity management decisions and programs, on the other hand, typically occur in controversial and complex contexts involving multiple principles (e.g., meritocracy, equal opportunity) and domains (e.g., legal, political, sociocultural). This makes it less easy to predict whether fair or unfair perceptions will be elicited by a diversity situation. Although we can make gross predictions that traditionally underrepresented group members (women and minorities) are more likely to perceive fairness in diversity programs than would non-underrepresented group members (white male), the studies we reviewed above indicate that more complex relationships exist. For example, as shown in Richard and Kirby (1998), even beneficiaries of a diversity program could perceive procedural unfairness and hold negative attitudes, regardless of a positive outcome produced.

We think that diversity management researchers who propose justice-based accounts will have a difficult and challenging task in delineating the justice principles involved and explicitly linking them to the constructs of interest. We actually view this difficulty as a potential contribution that diversity management research can make to understanding organizational justice. The complexities involved in understanding diversity attitudes and behaviors force the proposed justice-based accounts to be made explicit. Because of the complexities, the resulting justice-based model is likely to be more elaborate, forcing the serious researcher to expand the construct space and integrate multiple constructs and theories to better represent reality and explain the data, which in turn contributes to a better understanding of organizational justice. Simple bivariate associations are unlikely to provide satisfactory justice-based accounts of diversity attitudes and behaviors.

**Future Research Directions**

With globalization and demographic changes in the workforce, diversity management will become increasingly important. More research is needed to understand the basis of reactions to diversity management, especially the reasons for resistance to various diversity programs. We believe that justice-based accounts provide promising explanations and potential avenues for designing effective interventions to increase the effectiveness of diversity management.

Adequate justice-based accounts are those empirically supported by theory-driven research. One promising avenue of research is to explicate how specific aspects of procedural justice affect diversity attitudes and behaviors. For example, what is it about marketing arguments that make them elicit favorable justice perceptions about a hiring decision as part of a diversity management program? Since marketing arguments can vary greatly in terms of the extent to which they appeal to cost, creativity, problem solving, and other market considerations, it is important to identify the justice principles invoked in the marketing argument that elicited the fair or unfair perceptions.

Another promising avenue of research is to examine justice perceptions in the context of diversity training. Diversity training, probably the most common approach to diversity management (Cox, 1991), provides an excellent context to investigate several justice issues. For example, justice training is one context to compare the different distributive justice rules. Gilliland and Gilliland (2001) noted that distributive justice in training may be more strongly determined by equality and needs than equity because training outcomes are generally not allocated on a meritocratic basis as are pay increases in performance evaluation or job offers in personnel selection. This is particularly true for diversity training because it is often provided to everyone in the unit (equality principle) or to those with special needs (need principle), rather than those most deserving based on inputs (equity principle).

Diversity training also provides an excellent context to investigate justice perceptions in the marketing argument that elicits the fair or unfair perceptions. We think that diversity management researchers will have a difficult and challenging task in delineating the justice principles involved and explicitly linking them to the constructs of interest. We actually view this difficulty as a potential contribution that diversity management research can make to understanding organizational justice.
malleable variables. In addition to increasing our understanding of justice effects, this variance partitioning is practically important because it helps identify causal variables that are malleable and hence inform the design of interventions to enhance justice perceptions in diversity management.

CONCLUSIONS

We started this chapter by highlighting a number of the areas of organizational and work psychology to which organizational justice concepts have been applied. This clearly demonstrates the widespread relevance of justice concepts to organizational management. The latter sections of this chapter also highlight the contributions of some application of justice research to theory development. Research on justice in performance evaluation has expanded our understanding of voice and the different ways in which employee input enhances procedural justice. Personnel selection research has expanded our conceptualization of specific procedural justice rules and the dynamic nature of justice perceptions across a decision-making process. Finally, although contributions of diversity management research have yet to be realized, the study of justice and diversity promises to expand our understanding of individual differences in justice perceptions. This reciprocal relationship between theory and application is one of the real strengths of organizational justice research.

Unfortunately, the push to apply justice constructs to new organizational issues has perhaps led to neglect in the area of theory development. As demonstrated earlier, most of the theory development in the area of justice has come from social psychology rather than organizational psychology. Although the exchange of ideas between these two disciplines is useful, we believe that organizational researchers have unique contributions to make to theory development. The study of individual differences in psychological phenomena has a much stronger history in organizational psychology than social psychology. Extending individual difference research to organizational justice theories may provide some important extensions to these theories. Additionally, issues of multiple levels of analysis are also most clearly articulated by organizational psychology researchers and may contribute to our development of organizational justice theories.

With the current popularity of organizational justice, we feel that the need for theory development is more critical than ever. If organizational justice theory remains at the stage of boxes and arrows, rather than articulating the more substantial issues of ‘why’ justice is important to people and ‘how’ justice evaluations develop, we do not believe that the current popularity of organizational justice will last. Attention will shift to the next constructs that become popular. For organizational justice to continue to make an enduring contribution to organizational psychology, comprehensive, generalizable, and parsimonious theories of organizational justice must be developed and adopted by organizational researchers.
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INTRODUCTION

Legends and myths about what distinguishes ‘great leaders’ from ‘commoners’ seem to have always attracted people. Bass writes: ‘The study of leadership rivals in age the emergence of civilization, which shaped its leaders as much as it was shaped by them. From its infancy, the study of history has been the study of leaders – what they did and why they did it’ (1990a: 3). Leadership still fascinates scholars as well as the general public. However, the term ‘leadership’ means different things to different people. Definitions of leadership vary in terms of emphasis on leader abilities, personality traits, influence relationships, cognitive versus emotional orientation, individual versus group orientation, and appeal to self versus collective interests. Definitions also vary in whether they are primarily descriptive or normative in nature as well as in their relative emphasis on behavioral styles (Den Hartog, Koopman, Thierry, Wilderom, Maczynski & Jarmuz, 1997). Leadership is sometimes distinguished from management (e.g., Kotter, 1990; Zaleznik, 1977) or seen as one of several managerial roles (e.g., Mintzberg, 1989). Bryman (1992) states that most definitions of leadership emphasize three main elements: group, influence, and goal. Table 9.1 provides several examples of definitions of leadership.

Another way to view leadership is in terms of the different domains leadership encompasses. Most approaches to leadership have been leader-centered. However, one can distinguish between the leader, follower, and relationship domain of leadership (Graen & Uhl-Bien, 1995). In all three domains different levels of analysis (i.e., individual, dyad, group or larger collectivities) can be the focus of investigation (e.g., Yammarino & Bass, 1991). According to Graen and Uhl-Bien (1995), leader behavior and characteristics and their effects are the primary issues of concern in the leader-based domain. A follower-based approach would lead to hypotheses focusing on follower issues such as follower characteristics, behaviors, and perceptions.
or topics such as empowerment (e.g., Hollander, 1992; Meindl, 1990). A relationship-based model takes the relationship between leader and follower as the starting point for research and theory building. Issues of concern are reciprocal influence and the development and maintenance of effective relationships (e.g., Bryman, 1992; Graen & Scandura, 1987). Graen and Uhl-Bien note that a multiple domain approach should be taken more often and that ‘careful sampling from multiple domains within the same investigation should account for more of the potential leadership contribution, and thus increase the predictive validity and practical usefulness of our studies’ (1995: 221).

As stated, most research in the leadership field so far has been done from a leader-centered point of view. The following section presents an overview of the major developments in leadership research and theory to date. This is followed by a more extensive treatment of the most recent trend in leadership research, which focuses on so-called charismatic, transformational, or inspirational leadership. The growing importance of global and international world business creates a strong demand for managers who are sophisticated in international management and skilled at working with people from other countries (Adler, 1991). This has led to increased attention for cross-cultural perspectives the leadership field. Therefore, the topic of international and cross-cultural research into leadership is also discussed. A discussion of the future of leadership and future leadership research concludes this chapter.

TRENDS AND DEVELOPMENTS IN LEADERSHIP RESEARCH

Leadership has been an important topic of investigation, especially in North America, for many decades. Several main trends can be distinguished in the development of the study of (business) leadership. Prior to the 1980s the main approaches to leadership were the trait, style, and contingency approach. Table 9.2 presents a historical overview of the main trends in the leadership field. The dates in this table represent rough indications of the periods in which the emphasis was on that approach. A new stage did not necessarily mean the previous stage was completely abandoned; rather, a shift in emphasis occurred (Bass, 1990a; Bryman, 1992). Several alternative ways to conceptualize and study leadership have had a profound influence on the development of ideas about and research into leadership from the early 1980s onward. Below, the three aforementioned main trends and several of these alternative approaches to leadership will be described.

The Trait Approach

Early research into leadership can be characterized as a search for ‘the great man.’ Personal characteristics of leaders were emphasized and the implicit idea was that leaders are born rather than made. All leaders were supposed to have certain stable characteristics that made them into leaders. The focus was on identifying and measuring traits that distinguished leaders from nonleaders or effective from ineffective leaders (Hollander & Offermann, 1990). From these distinctions between leaders and nonleaders, a profile of an ‘ideal’ leader could be derived, which could serve as the basis for selection of future leaders.

Three main categories of personal characteristics were included in the search for the ‘great man.’ First, physical features, such as height, physique, appearance, and age. Second, ability characteristics such as intelligence, knowledge, and fluency of speech. And third, personality traits such as dominance, emotional control and expressiveness, and introversion–extraversion (Bryman, 1992).
Research up to 1950 failed to yield a consistent picture of leader traits, therefore research into this area slowed. After about 25 years the interest in traits possessed by leaders revived. In 1974, after reviewing 163 studies that had been reported between 1949 and 1970, Stogdill showed that contrary to what had been concluded from earlier reviews, several universal personal traits and skills (such as vigor and persistence in the pursuit of goals, self-confidence and tolerance for uncertainty and frustration) were indeed associated with leadership (Bass, 1990a). Other studies have also shown that traits or personal characteristics do indeed play a more significant role in leadership than was concluded earlier (e.g., Kirkpatrick & Locke, 1991; Lord, De Vader & Allinger, 1986). Kirkpatrick and Locke’s (1991) review suggests that drive, a desire to lead, honesty and integrity, self-confidence, cognitive ability, and knowledge of the business are personal characteristics that distinguish leaders from nonleaders. Other traits predicting effective leadership include: high energy level and stress tolerance, internal locus of control orientation, emotional maturity, socialized power motivation, moderate achievement motivation, and a low need for affiliation (Yukl, 1998).

The type of ‘traits’ under consideration in this ‘reviving’ trait approach are different from the early studies. Bryman (1992) warns that there is a danger that the term ‘trait’ becomes so stretched that it applies to any variable on which leaders and non-leaders differ, even certain behavioral patterns such as those discussed below. Thus, although there has been a resurgence of interest in the trait approach, the way in which traits are treated has changed. Also, traits are now considered along with other (situational and behavioral) variables.

Disillusionment followed the lack of empirical evidence for the existence of a ‘leadership trait profile’ in the early years of trait research. This led to a new emphasis in leadership research, the style approach.

### Leadership Style

The second major trend in researching leadership emphasized leader behavior. The focus shifted from who leaders are (traits) to what leaders do (behavioral style). In this approach, effectiveness of leaders is dependent on the exerted leadership style. Whereas the trait approach focused on stable personal characteristics which were usually thought to be largely innate (implying selection of effective leaders rather than training), the style approach implied that leadership is a behavioral pattern, which can be learned. Thus, according to this approach, once one was able to discover the ‘right’ style, people could be trained to exhibit that behavior and become better leaders (Bass, 1990a; Bryman, 1992).

Most influential in this period was probably the series of questionnaire-based Ohio State studies. The Ohio State researchers concluded that leadership style could best be described as varying along two dimensions, i.e., ‘consideration’ and ‘initiating structure’ (e.g., Fleishman & Harris, 1962). A second major research program concerning leader behavior in this period was carried out at the University of Michigan. The results of these studies (summarized by Likert, 1961, 1967) show that they found three types of leader behavior differentiating between effective and ineffective managers: task-oriented behavior, relationship-oriented behavior, and participative leadership.

Some researchers proposed ‘universal’ theories of effective leader behavior, stating that, for instance, effective leaders are both people- and task-oriented, so-called ‘high–high’ leaders. Blake and Mouton’s (1982) managerial grid is an example of such a ‘high–high’ theory. Other prominent ‘universal’ theories were based on the idea that leaders who make extensive use of participative decision procedures are more effective than other leaders (e.g., Likert, 1967; McGregor, 1960).

### Criticism of the Style Approach

There have been many criticisms of the style approach. Among the criticisms are the inconsistent findings and measurement problems, the problem of causality, the problem of the group, informal leadership, and, most pressing, the lack of situational analysis (Bryman, 1992). Korman (1966) showed that the magnitude and direction of correlations

<table>
<thead>
<tr>
<th>Period</th>
<th>Approach</th>
<th>Core theme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Up to late 1940s</td>
<td>Trait</td>
<td>Leaders are born; leadership as an innate ability</td>
</tr>
<tr>
<td>Late 1940s to late 1960s</td>
<td>Style</td>
<td>What do they do; effectiveness has to do with how the leader behaves</td>
</tr>
<tr>
<td>Late 1960s to early 1980s</td>
<td>Contingency</td>
<td>It all depends; effectiveness of leadership is affected by the situation/context</td>
</tr>
<tr>
<td>Since early 1980s</td>
<td>New leadership</td>
<td>Leaders need vision and inspire loyalty and emotional attachment</td>
</tr>
</tbody>
</table>

Adapted from Bryman (1992: 1).
between leadership styles and outcomes were highly variable and divergent. Often, correlations were not statistically significant (see also Bass, 1990a). Identified measurement problems include response tendencies such as leniency effects and contamination by subordinate’s implicit theories of leadership (implicit theories will be described in more detail below). Assumed causality was a problem in the early studies (this also goes for trait studies). These studies were usually cross-sectional, meaning that the notion that leadership style constitutes the independent rather than the dependent variable is an assumption in stead of a conclusion based on investigation of this view. Since then it has been shown that causality can run both ways (Bryman, 1992).

The problem of the group refers to the tendency in leadership research to focus on the group level rather than the individual or dyad levels of analysis. We will return to this below when briefly discussing the vertical dyad linkage (VDL) approach as an alternative way to study leadership. Most research described above was directed at formal, designated leaders who might behave different than informal leaders. Also, where designated leaders are not the actual group leaders the questions are probably not about the ‘right’ person (Bryman, 1992). Informal and emergent leadership are still rarely studied.

The failure of the style approach to pay attention to situational characteristics that act as possible moderators of the relationship between leadership and outcomes is probably its most serious problem. Possible moderators include task characteristics (e.g., complexity, interdependence) and subordinate characteristics (e.g., experience, motivation), but environmental factors or organizational culture could also influence the shape or form of the relationship between leadership style and outcomes. Attempts to address this situational issue led to the next main trend, contingency approaches to study leadership.

**Contingency Approaches**

As stated, many contingency approaches can be considered as an attempt to repair what researchers saw as the deficiencies of the aforementioned approaches (Smith & Peterson, 1988). The main proposition in contingency approaches is that the effectiveness of a given leadership style is contingent on the situation, implying that certain leader behaviors will be effective in some situations but not in others.

**Fiedler’s Model**

The earliest contingency theory of leader effectiveness was the theory by Fiedler (1967). Fiedler is well-known and heavily criticized for his ‘least-preferred-coworker’ (LPC) measure. The basic assumption is that a leader’s description of the person with whom he has the greatest difficulty working reflects a basic leadership style. A second assumption is that which of the basic leadership styles contributes most to group performance varies with the ‘situation favorability.’ This favorability is determined by weighting and combining three aspects of the situation, namely leader–member relations, position power and task structure. For instance, a situation is least favorable for a leader when leader–member relations are poor, position power is low and the task is unstructured. The model predicts that when the situation is either highly favorable or very unfavorable, low LPC leaders are more effective than high LPC leaders. In intermediate situations, high LPC leaders should be more effective than low LPC leaders. Support for the model is at best weak. Also, the LPC measure and several of the assumptions made in the model (such as the weighting of situation aspects) are criticized for lacking a theoretical basis (Yukl, 1998).

More recently, Fiedler and Garcia (1987) developed a model that deals with the cognitive abilities of leaders (cognitive resources theory). According to this model, group performance depends on an interaction between two ‘traits’ (leader intelligence and experience), one type of leadership behavior (directive), and two aspects of the situation (interpersonal stress and the nature of the group task). So far, there is little empirical support for this model.

**Situational Leadership Theory**

Hersey and Blanchard’s (1969, 1977) situational leadership theory (SLT) has been a popular basis for leadership training for many years. Originally SLT proposes that leaders should attune their behavior to fit with the ‘maturity’ or in later writings the ‘development level’ of the team as a whole as well as its individual members. Combining high or low task and relationship behavior creates four different leadership styles: telling (high task, low relations); selling (high, high); participating (low task, high relations); and delegating (low, low). These styles are more or less appropriate for different types of team members. For team members who are, for instance, low on willingness and ability a ‘telling’ style is appropriate. The empirical evidence for the theory is scant (Bass, 1990a; Yukl, 1998).

**The Normative Decision-Making Model**

Another widely known contingency theory focuses on criteria to determine whether or not a leader should involve subordinates in different kinds of decision making (Vroom & Yetton, 1973). The importance of using decision procedures that are appropriate for the situation has been recognized for some time (Heller, Pusic, Strauss & Wilpert, 1998; Yukl, 1998). For instance, Tannenbaum and Schmidt (1958) noted that a
leader’s choice of decision procedures reflects forces in the leader, the subordinates and the situation. Also, Maier (1963) recognized the need for leaders to consider both the quality requirements of a decision and the likelihood of subordinate acceptance before choosing a decision procedure. Vroom and Yetton (1973) go beyond these approaches. In their model they try to indicate which decision procedure will be most effective in a specific situation. They distinguish five decision procedures, namely two types of autocratic decision (AI and AII), two types of consultative decision (CI and CII), and one joint decision by leader and group (GII). AI entails that a manager decides without asking others for input such as opinions or suggestions. In AII, a manager gathers the necessary information from subordinates (with or without explaining the problem at hand), then makes the decision. CI means sharing the problem with individual subordinates and considering their ideas and suggestions and CII involves getting them together as a group and sharing the problem. In both C cases, the manager still decides, and the decision may or may not reflect subordinates’ opinions. Finally, GII implies sharing the problem with subordinates and that the solution should reflect agreement (consensus) of the group. The manager accepts and implements any decision the group reaches and does not have more influence over the final decision than others.

The Vroom and Yetton model predicts that the effectiveness of these decision procedures depends on several aspects of the situation, including the amount of relevant information held by leader and subordinates, the likelihood subordinates will accept an autocratic decision, and the extent to which the decision problem is unstructured. The model also provides a set of rules that help identify whether a decision procedure in a given situation is inappropriate (i.e., would it jeopardize decision quality and/or acceptance?). For instance, when subordinates possess relevant information the leader does not have, an autocratic decision may not be appropriate because the leader would lack relevant information that needs to be considered. This model was updated and extended by Vroom and Jago (1988). Their revised version of the model takes some important aspects of the situation into account that the earlier model lacks (e.g., serious time constraints and geographical dispersion of subordinates). The model can be considered normative in the sense that it prescribes ‘rules’ for leaders to follow in order to make the best decisions under different circumstances. There is some empirical support for the model; however, it deals with a relatively small part of leadership and also has some conceptual weaknesses (see Yukl, 1998 for an overview).

Path–Goal Theory
The most influential and complete contingency theory to date is probably House’s path–goal theory of leadership (House, 1971; House & Mitchell, 1974). This dyadic theory of supervision describes how formally appointed superiors affect the motivation and satisfaction of subordinates (House, 1996). House and Mitchell advanced two general propositions: (1) leader behavior is acceptable and satisfying to subordinates to the extent that subordinates see such behavior as either an immediate source of or instrumental to future satisfaction; (2) leader behavior is motivational (i.e., increases follower effort) to the extent that such behavior makes follower need satisfaction contingent on effective performance and to the extent that such behavior complements the environment of subordinates by providing guidance, support, and rewards necessary for effective performance (1974: 84). Leaders will be effective to the extent that they complement the environment in which their subordinates work by providing the necessary cognitive clarifications to ensure that subordinates expect they can attain work goals (i.e., path–goal clarifying behavior), and to the extent that subordinates experience intrinsic satisfaction and receive valent rewards as a direct result of attaining those work goals (i.e., behavior directed toward satisfying subordinate needs (House, 1996). House and Mitchell (1974) specify four types of leader behavior: directive path–goal clarifying behavior, supportive leader behavior, participative leader behavior, and achievement-oriented behavior. Proposed effects of leader behavior include subordinate motivation, satisfaction, and performance. Task and subordinate characteristics are treated as moderator variables.

Bryman (1992) describes several general problems with path–goal theory. Many of these problems are shared with the aforementioned Ohio tradition of investigating leadership style (e.g., inconsistent findings, problems associated with using group average methods of describing leaders, no attention for informal leadership, problems with causality and potential measurement problems). However, according to Evans (1996) the theory has not adequately been tested.

ALTERNATIVE APPROACHES
TO STUDYING LEADERSHIP

The general dissatisfaction and pessimism that arose from the inconsistent research findings on the different contingency models stimulated several researchers to search for more or less radical ‘remedies’ to revive leadership theory. Smith and Peterson (1988) list five such remedies:

1. Replace leader style measures by measures of reward and punishment.
2. Differentiate between subordinates.
(3) Review the circumstances which call for leadership.
(4) Examine leaders’ perceptions of subordinates.
(5) Reexamine the basis of subordinates’ perceptions of leaders.

A sixth that can be added to these is focusing on the use of power and influence tactics rather than on ‘leadership’ (e.g., Yukl & Falbe, 1990). These ‘remedies’ reflect three broad developments. First, the tendency to relate the study of leadership to theoretical developments in other areas of social, cognitive, and organizational psychology as well as to those in other social sciences. Second, to pay more attention to the role of cognition and perceptions of those (both leaders and subordinates) under study. Third, to use greater control through more sophisticated statistical techniques and different methodologies, including experiments (Smith & Peterson, 1988).

**Reward and Punishment**

The first of the five remedies listed above focuses on leader reward and punishment. The analyses of leader’s use of reward and punishment rather than leadership style developed from the application of conditioning and cognitive–behavioral models (see Podsakoff, 1982). Podsakoff, Todor and Skov (1982) found that leaders rewarding good performance had subordinates who performed better and were more satisfied than other subordinates. This did not hold for leaders rewarding regardless of performance or punishing leaders (see Smith & Peterson, 1988).

**Differentiating Between Subordinates**

The second remedy mentioned above focuses on differentiating between subordinates. Researchers in the leadership field tend to use group average scores rather than individual perceptions as indications for leadership style. This means treating individual followers and their relationship with the leader as interchangeable. The different exchange that leaders can develop with different individual subordinates is the focus of the work of Graen and colleagues (Graen & Cashman, 1975; Graen & Scandura, 1987; Graen & Uhl-Bien, 1995). Vertical Dyad Linkage and Leader–Member Exchange (LMX) focus on the dyadic exchange between leader and subordinate. The general point of the approach by Graen and colleagues is that leaders differentiate between subordinates and that group average perceptions are not necessarily the best reflection of leader behavior. So far, this work does not answer what the basis is for the differentiations leaders make. In their review of this approach, Graen and Uhl-Bien (1995) place the questions raised in the LMX tradition in the relation-based domain of leadership.

**When Do We Need Leadership?**

Reviewing the circumstances that do or do not call for leadership is the basis of the substitutes for leadership approach. This is the third remedy listed above. Essentially the substitutes for leadership model posits that there are a variety of situational variables that can substitute for, neutralize, or enhance the effects of leader behavior. Proposed variables include subordinate characteristics (e.g., experience, ability), task characteristics (e.g., a routine task, feedback provided by task) and organizational characteristics (e.g., a cohesive work group). Such variables can diminish or amplify the leader’s ability to influence subordinates’ attitudes, behavior, or performance (Howell, Dorfman & Kerr, 1986; Kerr & Jermier, 1978). The intuitive appeal of this approach is considerable and the model can nowadays be found in most textbooks on leadership and organizational behavior (e.g., Hughes, Ginnett & Curphy, 1999; Navahandi, 2000). However, the empirical support for the substitutes for leadership model (testing whether substitutes moderate relationships between leader behavior and subordinate outcome/criterion variables) has not been encouraging (e.g., Howell & Dorfman, 1981).

Podsakoff, MacKenzie and Bommer (1996) present a meta-analysis of the relationships between substitutes for leadership and employee attitudes, role perceptions, and performance. Their main effects test (i.e., not a moderator analysis) shows that the combination of substitutes and leader behavior accounted for the majority of variance in attitudes and role perceptions and for some of the variance in performance. The results indicate that in some cases the unique effects of the ‘substitutes’ on the outcomes are even stronger than the unique effects of the leadership behaviors. This implies that even though the model does not hold, the ‘substitutes’ themselves are important to consider in organizational research. More theoretical and empirical work on these issues is necessary.

De Vries, Roe and Taillieu (1999) focus on the ‘need for leadership’ as a characteristic of subordinates. As such they use a more follower-centered approach of leadership (see, e.g., Hollander & Offermann, 1990). The need for leadership reflects the extent to which an employee wishes the leader to facilitate the paths towards goals. De Vries et al. (1999) show that the need for leadership moderates the relationship between charismatic leadership and several outcomes.

**The Role of Perception**

The next two remedies focus on leader and subordinate perceptions. When researching how leaders perceive subordinates, leaders are seen as systems processing information about their subordinates.
On basis of that information, leaders then choose a strategy to influence a subordinate’s behavior in the desired direction (Smith & Peterson, 1988). Attribution plays a major role. To what do leaders attribute the cause of subordinates’ performance? Leaders can attribute performance (good or bad) either to subordinates themselves or to the circumstances. Bad performance could, for instance, be caused either by subordinates’ incompetence or weak effort, or by unforeseen circumstances. Research shows that leaders tend to attribute failure to subordinates and success to themselves. Attributing failure to a subordinate is done most when the focal subordinate performs worse than others and when that subordinate has failed before on a similar task (Green & Mitchell, 1979). Below, subordinate perceptions of leaders will be described in more detail.

**Leader Perception**

Being perceived as a leader acts as a prerequisite for being able to go beyond a formal role in influencing others (Lord & Maher, 1991). Thus, perceptual processes on the part of followers play a crucial role in the leadership process as well as in researching leadership.

Most people are confronted with leadership almost daily, either in their job or through the media. As such, those people have (often implicit) ideas about what kind of characteristics leaders should have or should not have and what leaders should or should not do. An individual’s implicit leadership theory refers to beliefs held about how leaders behave in general and what is expected of them (Eden & Leviatan, 1975). ‘Implicit theories are cognitive frameworks or categorization systems that are in use during information processing to encode, process and recall specific events and behavior. An implicit theory can also be conceived as the personalized factor structure we use for information processing’ (Bass, 1990a: 375–6). Implicit leadership theories (ILTs) are seen as personal constructs used to make judgments about leadership (Korukonda & Hunt, 1989). ‘While leadership perceptions may not be reality, they are used by perceivers to evaluate and subsequently distinguish leaders from non-leaders. They also provide a basis for social power and influence’ (Lord & Maher, 1991: 98). ILTs have been used in attempts to explain leadership attributions and perceptions (e.g., Lord, Foti & Phillips, 1982; Lord, Foti & De Vader, 1984; Offermann, Kennedy & Wirtz, 1994). Furthermore, ILTs have been shown to be a possible bias in the measurement of actual leader behavior (e.g., Gioia & Sims, 1985).

Leadership perceptions can, according to Lord and Maher (1991), be based on two alternative processes. First, leadership can be recognized based on the fit between an observed person’s characteristics with the perceiver’s implicit ideas of what ‘leaders’ are (ILTs). This type of process is tied closely to categorization theory (see Rosch, 1978). Lord and his colleagues (1982, 1984) applied the principles of categorization to the field of leadership. They developed a theory on how leader perceptions are formed, focusing on the knowledge structures used to classify leaders and the actual information processes used in forming and evaluating leadership perceptions. Leadership perceptions are based on cognitive categorization processes in which perceivers match the perceived attributes of potential leaders they observe to an internal prototype of leadership categories (Foti & Luch, 1992). A prototype can be conceived as a collection of characteristic traits or attributes and the better the fit between the perceived individual and the leadership prototype, the more likely this person will be seen as a leader (Offermann et al., 1994; Foti & Luch, 1992). Alternatively, leadership can be inferred from outcomes of salient events. Attribution processes are crucial in these inference-based processes (Lord & Maher, 1991). A successful business ‘turnaround’ is often quickly attributed to the high-quality ‘leadership’ of top executives or the CEO. Another example of such an inference-based process is that attributions of charisma to leaders are more likely when organizational performance is high (Shamir, 1992). In such cases charismatic leadership is inferred from business success. In Meindl’s ‘romance of leadership’ approach, inference-based processes (leadership is inferred from good results) are central to the conception of leadership (Meindl, Ehrlich & Dukerich, 1985; Meindl, 1990).

**Power and Influence**

As Yukl (1998) notes, influence over followers is the essence of leadership. As such, the research by Yukl and associates on power and influence processes can be seen as an alternative way to study leadership. Power can stem from different sources. In their well-known taxonomy, French and Raven (1959) describe five sources of power, namely reward power, coercive power, legitimate, referent, and expert power. However, these five are not complete, for instance, access to and control over information also acts as an important source of power (Pettigrew, 1972; Heller, Drenth, Koopman & Rus, 1988). Bass (1960) distinguishes between position power and personal power. Position power includes formal authority, control over punishments, rewards, and information, and ecological control. The latter refers to having control over the physical environment, technology, and organization of work. Personal power is derived from one’s relationship to others rather than one’s position in the hierarchy. Potential influence based on expertise, friendship, and loyalty can be seen as personal power. Research by Yukl and Falbe (1991) has shown these two types of power are relatively independent. Political processes in organizations involve members’ efforts to increase or protect their power (Pfeffer, 1981). Contributing
to such political power are: having control over key decisions, forming coalitions, cooption, and institutionalization (Yukl, 1998).

**Influence Tactics**

Several studies have looked at influence tactics (e.g., Erez, Rim & Keider, 1986; Kipnis, Schmidt & Wilkinson, 1980; Yukl & Falbe, 1990; Yukl & Tracey, 1992). Yukl and his colleagues identified nine proactive influence tactics (see Yukl & Falbe, 1990; Yukl, 1998). The first is **pressure**. Threats, requests, persistent reminding or frequent checking are used to influence the target in the desired direction. The agent can also use **exchange**. This involves offering an exchange of goods/services, promises to return the favor later or promising the target a share in the benefits if the target complies with the request. When using **coalition tactics**, the agent enlists the aid of a third party to persuade the target to do something, or uses the support of others as a reason for the target to agree also. The agent can also resort to **legitimating tactics**. This involves trying to legitimate a request by claiming the authority or right to make it or by verifying and stressing that it is in accordance with organizational policies, rules, or traditions. Agents using **rational persuasion** use rational arguments and facts to convince the target that a request is reasonable and viable, and that it is likely to result in the attainment of the objectives. Another tactic is **inspirational appeals**: the agent makes a request or proposes something that arouses the target’s interest and enthusiasm by appealing to his or her values, ideals, and aspirations or by increasing target self-confidence. The next tactic Yukl and associates distinguish is **consultation**. The agent asks the participation of the target in planning a strategy, activity, or change that requires target support and assistance, or is willing to modify a proposal to incorporate target suggestions. **Ingratiation** involves the agent using flattery, praise, or friendly behavior to get the target in a good mood or think favorably of the agent before making a request. Finally, agents can use **personal appeals** to the target’s feelings of friendship and loyalty when asking for something.

The influence tactics are used in different directions, i.e., not only do managers try to influence subordinates, but these tactics are also used vice versa and to influence peers. Research shows that inspirational appeals, consultation, ingratiation, exchange, legitimating, and pressure are used more downward (i.e., to influence subordinates) than upward (i.e., to influence superiors) and that rational persuasion is used more upward than downward (Yukl & Falbe, 1990; Yukl, Falbe & Youn, 1993; Yukl & Tracey, 1992). There are also differences in sequencing of tactics within a prolonged influence attempt. ‘Softer’ tactics such as personal and inspirational appeals, rational persuasion, and consultation are used early on, and ‘harder’ tactics such as pressure, exchange and coalitions are more likely to be used later (if the earlier tactics fail), as they involve greater costs and risks (Yukl et al., 1993; Yukl, 1998). Agents may also use a combination of tactics at the same time. Falbe and Yukl (1992) found that some combinations are more effective than others. For instance, combinations of soft tactics such as consultation, and inspirational and personal appeals, were usually more effective than using a single soft tactic. In contrast, combining soft tactics with a harder tactic such as pressure was usually less successful than using a soft tactic alone. Finally, the effectiveness of soft tactics was enhanced by combining them with rational persuasion.

**THE ‘NEW’ LEADERSHIP**

From the early 1980s onward a renewed interest in the concept of leadership itself arose in both scientific and professional fields. Meindl (1990) notes that this resurgence of interest appears to be accompanied by an acceptance of the distinction between transactional and transformational leadership, with an emphasis on the latter. Quinn (1988) compares transactional and transformational leadership with other differentiations in leadership such as relations-oriented–task-oriented leadership (Fiedler, 1967), consideration–initiating structure (Korman, 1966), and directive–participative or autocratic–democratic leadership (Heller & Yukl, 1969). However, Bass (1990b) claims that the transactional-transformational model is a new paradigm, neither replacing nor explained by other models such as the relations-oriented–task-oriented leadership model. Bryman (1992) refers to this new ‘paradigm’ as ‘the new leadership’ approach.¹

Terms used to describe these ‘new leaders’ include: transformational, charismatic, ‘leaders’ (as opposed to managers), transforming, inspirational, visionary, or value-based. Despite the broad array of terms used by different authors within this approach, there seem to be more similarities than differences between these views of the phenomenon of leadership. In literature the terms ‘transformational’ and ‘charismatic’ leadership are the most often used terms to refer to this type of leadership (e.g., Hunt, 1999).

The theories attempt to explain how certain leaders are able to achieve extraordinary levels of follower motivation, admiration, commitment, respect, trust, dedication, loyalty, and performance. They also try to explain how some of these leaders succeed to lead their organizations or units to attain outstanding accomplishments, such as the founding and growing of successful entrepreneurial firms or corporate turnarounds (House, Delbecq & Taris, 1998). Comparing House’s path–goal theory with his 1976 charismatic theory one could say that
path-goal theory focuses on how follower needs and conditions determine leader behavior, whereas charismatic theory is about how leaders change people rather than respond to them (House, 1996). Another difference is that where in path-goal theory leaders are effective when they complement the environment, the new leadership focuses more on changing and creating the environment.

The Concept of Charisma

Most writers concerned with charisma begin their discussion with Max Weber’s ideas. Charisma appears in his work on the origins of authority (Weber, 1947). Weber’s charisma concept includes an exceptional leader, a (crisis) situation, the leader’s vision or mission presenting a solution to the crisis, followers who are attracted to the leader and the vision, and validation of the charismatic qualities of the leader through repeated success (Trice & Beyer, 1986). These five components are present to some extent in almost all theories on charisma. The theories differ in how the components are operationalized and in which component is seen as the most important (Den Hartog, Koopman & Van Muijen, 1995).

Charisma as a Personal Attribute or a Social Relationship?

One of the most common views is that charisma is something that people ‘have’ or ‘do not have,’ a trait standpoint. There is an undeniable personal factor in the charismatic leadership. Such leaders are viewed by their followers as being special. Rather than treating charisma itself as a personality trait, most authors have attempted to distinguish personal factors associated with charismatic leadership. Examples of personal factors that have been named as potentially important in acquiring and maintaining charisma are: physical characteristics, such as a handsome appearance, piercing eyes, and distinct voice (Willner, 1984; Bryman, 1992). Psychological leader characteristics, such as high energy and self-confidence, dominance and a strong need for power, and a strong conviction in their own beliefs and ideals (e.g., House, 1977; House, Woycke & Fodor, 1988; House & Howell, 1992). Turner (1993) names audacity and determination as crucial personal qualities of leaders. Finally, ability characteristics, such as intelligence and interpersonal skills (Locke, 1991) as well as the leader’s eloquence or rhetorical skills (e.g., Willner, 1984; Atkinson, 1984; Den Hartog & Verburg, 1997).

Exclusively defining charisma as a personal attribute or skill does not do justice to reciprocity of the relationship between leader and follower. Weber conceptualized charisma as a naturally fragile and unstable social relationship between leader and follower, in constant need of validation. Following from Weber’s writings, leader characteristics, behavior, and mission, followers’ attribution of charisma, the situation, and the validation of charisma all play a role in a complex social relationship. This social relationship perspective does not imply that the idea of the leader as an exceptional person and the personal factors described above are not important; on the contrary, they are an important part of the relationship.

Although the emphasis is traditionally on the influence leaders have on followers, some authors emphasize that both followers and leaders are influenced by leadership processes. Burns (1978), for instance, conceptualizes transforming leadership as a two-way process: transforming leadership ‘raises the level of human conduct and ethical aspiration of both the leader and the led, and thus it has a transforming effect on both’ (p. 20).

Charismatic Leadership and Organizational Behavior

A first major application of charisma to the study of formal organizations can be found in House (1977), whose theory combines personal traits, leader behavior, and situational factors. According to House, four personal characteristics of the leader contribute to charismatic leadership: dominance, self-confidence, need for influence, and a strong conviction of the integrity of one’s own beliefs. Charismatic leaders represent their values and beliefs through role modeling. To create a favorable perception with followers they can engage in image building and express ideological goals (a mission). They communicate high expectations of followers and show confidence in followers’ ability to live up to those expectations. And, according to House, charismatic leaders are more likely than noncharismatic leaders to arouse motives (e.g., need for achievement) in followers that are relevant to attaining the mission. House assumes charismatic leadership is more likely to arise in stressful situations. A sense of crisis makes the attribution of charisma more likely. House (1977) specifies the following effects of such leadership: follower trust in the correctness of the leader’s beliefs, similarity of followers’ beliefs to those of the leader, unquestioning acceptance of and willing obedience to the leader, identification with and emulation of the leader, emotional involvement of the follower in the mission, heightened goals of the follower, and a feeling on the part of followers that they will be able to contribute to the accomplishment of the mission.

Charisma and Attribution

Several attribution-based explanations of charismatic leadership can be found in the literature. The most ‘drastic’ dismisses charisma as mere attribution, virtually unrelated to leader characteristics or behavior. Meindl (1990) speaks of charisma as a
social contagion process. According to the social contagion view, charismatic elements of leader–follower relations are a function of processes occurring within the context of lateral relationships that develop among followers and subordinates themselves. The attribution and effects of charisma originate from the group, not from the leader and in that light, leaders are seen as largely interchangeable. The social contagion process is instigated by conditions causing stress or arousing excitement, which can be channeled and defined in terms of leadership and charisma and set in motion a social contagion process among followers.

A less radical example of an attribution-based explanation of charisma is the charismatic influence model developed by Conger and Kanungo (1987, 1988). In this model the basis for follower attributions of charisma is the leader’s observed behavior, which can be interpreted as expressing charismatic qualities. According to Conger and Kanungo, charismatic leaders can be distinguished from non-charismatic leaders, by:

1. their sensitivity to environmental constraints and follower needs and their ability to identify deficiencies in the status quo;
2. their formulation of an idealized vision and extensive use of articulation and impression management skills;
3. their use of innovative and unconventional means for achieving their vision and their use of personal power to influence followers.

Charismatic leadership is seen as (partly) attributional by most authors. Leaders must not only display certain characteristics, but must also be perceived as charismatic. According to Bass and Avolio (1990), transformational leaders (see below) are likely to become charismatic in the eyes of their followers. This seems to imply that charisma is not seen as a type of leader behavior, but as an attribution of followers, in other words a ‘product’ rather than a component of transformational leadership. Attributed charisma has been shown to be (in part) a function of the leader’s prior success in reaching hard goals and accomplishing outstanding feats of performance. As stated, Shamir (1992) has shown that performance outcomes affect the attribution of influence and charisma to the leader.

**Charisma and the Self-Concept**

Rather than influencing by affecting the task environment of followers or using material incentives or threat of punishment, Shamir, House and Arthur (1993) state that charismatic leadership is seen as giving meaningfulness to work by infusing work and organizations with moral purpose and commitment. Their self-concept-based explanation of charisma proposes that ‘charismatic leadership achieves its effects by implicating the self-concept of followers and recruiting their self expressive motivation’ (Shamir, 1991: 90–1). Thus, leader behavior is linked with follower effects through follower self-concepts.

The focus of this explanation of charisma is on the qualitative changes in follower’s motivation that Burns (1978) and Bass (1985) describe, namely a strong internalization of the leader’s values and goals, a strong personal or moral (as opposed to calculative) commitment to these values and goals and a tendency to transcend their own self-interests. Based on several assumptions about the self-concept, Shamir et al. (1993) describe several processes by which charismatic leaders have their transformational and motivational effect on followers. Leaders increase the intrinsic value of effort and goal accomplishment by linking them to valued aspects of the self-concept, thus harnessing the motivational forces of self-expression, self-consistency, specific mission-related self-efficacy, generalized self-esteem, and self-worth. Leaders also enhance self-efficacy, self-esteem, and collective efficacy through positive evaluations, expressions of confidence, higher expectations, and emphasizing the individual follower’s ties to the collective. Thus the theory comprises four main parts: leader behaviors, effects on followers’ self-concepts, further effects on followers, and the motivational processes by which the leader behaviors produce the charismatic effects.

**Different Types of ‘Charisma’?**

The term charismatic has been applied to very diverse leaders in political arenas, religious spheres, social movements, and business organizations (Howell, 1988). A question raised by the widespread application of the term charisma is whether different types of charisma should be defined. Howell (1988), for example, differentiates between personalized and socialized charismatic leaders. Socialized charismatic leadership is based on egalitarian behavior, serves collective interests, and develops and empowers others. Personalized charismatic leadership is based on personal dominance, and narcissistic and authoritarian behavior, serves the leader’s self-interest, and is exploitative of others. Similarly, Conger (1990) distinguishes negative from positive charismatic leaders. A different type of distinction is made by Etzioni (1961) and Hollander (1978). They hold that charisma can be a property of one’s office (a position providing celebrity status) and/or of one’s person.

A third way of distinguishing types of charisma has to do with the idea of social or psychological distance between leader and follower. Katz and Kahn (1978) state that charisma requires some psychological distance between leader and follower. The day-to-day intimacy of organization members and their immediate supervisors destroys the illusion needed in the charismatic relationship. They hold
that charisma is only appropriate in the top echelon of the organization. A leader in the top echelon would be sufficiently distant from most organization members to make a simplified and almost magical image possible. Others (e.g., Bass, 1985; Conger & Kanungo, 1987) assume that charisma is common at all levels of the organization. A third position would be that charismatic leadership may be found at different levels, and in both a situation of close and distant leadership, but that relevant characteristics and behaviors as well as their effects are different for close and distant leaders. In other words, one can distinguish ‘close’ from ‘distant’ charismatic leadership (see Shamir, 1995).

**Transactional and Transformational Leadership**

Burns (1978) argues that transactional leadership entails an exchange between leader and follower. Followers receive certain valued outcomes (e.g., wages, prestige) when they act according to the leader’s wishes. According to Burns the exchange can be economic, political, or psychological in nature. Bass (1985) notes that leadership in (organizational) research has generally been conceptualized as a cost–benefit exchange process. Such transactional leadership theories are founded on the idea that leader–follower relations are based on a series of exchanges or implicit bargains between leaders and followers. House et al. (1988) hold that the general notion in these theories is that when the job and the environment of the follower fail to provide the necessary motivation, direction, and satisfaction, the leader, through his or her behavior, will be effective by compensating for the deficiencies. The leader clarifies the performance criteria, in other words what he expects from subordinates, and what they receive in return. Several transactional theories have been tested extensively and some have received empirical support. Examples are the aforementioned path–goal theory and vertical dyad theory.

**Transformational Leadership**

Transformational leadership goes beyond the cost–benefit exchange of transactional leadership by motivating and inspiring followers to perform beyond expectations (Bass, 1985). Transformational leadership theories predict followers’ emotional attachment to the organization and emotional and motivational arousal of followers as a consequence of the leader’s behavior (House et al., 1988). Hater and Bass state: ‘The dynamics of transformational leadership involve strong personal identification with the leader, joining in a shared vision of the future, or going beyond the self-interest exchange of rewards for compliance’ (1988: 695). Transformational leaders broaden and elevate the interests of followers, generate awareness and acceptance among the followers of the purposes and mission of the group, and motivate followers to go beyond their self-interests for the good of the group. Tichy and Devanna (1990) highlight the transforming effect these leaders can have on organizations as well as on individuals. By defining the need for change, creating new visions, and mobilizing commitment to these visions, leaders can ultimately transform the organization. According to Bass (1985) such transformation of followers can be achieved by raising the awareness of the importance and value of designed outcomes, getting followers to transcend their own self-interests and altering or expanding followers’ needs.

Contrasting transactional and transformational leadership does not mean the models are unrelated. Bass (1985) views these as separate dimensions, which would imply that a leader can be both transactional and transformational. He argues that transformational leadership builds on transactional leadership but not vice versa. Transformational leadership can be viewed as a special case of transactional leadership, in as much as both approaches are linked to the achievement of some goal or objective. The models differ on the process by which the leader motivates subordinates and the types of goals set (Hater & Bass, 1988).

**Specific Behaviors**

Bass (1985, 1997) defines both transactional and transformational leadership as comprising several dimensions. Transactional leadership has two dimensions. The first dimension is contingent reward. The leader rewards followers for attaining the specified performance levels. Reward is contingent on effort expended and performance level achieved. The second type of transactional leadership is (active) management by exception. When practicing management by exception a leader only takes action when things go wrong and standards are not met. Leaders avoid giving directions if the old ways work and allow followers to continue doing their jobs as always, as long as performance goals are met (e.g., Hater & Bass, 1988). A leader actively seeks deviations from standard procedures and takes action when irregularities occur.

Transformational leadership has four dimensions. The first dimension is charisma. The charismatic leader provides vision and a sense of mission, instills pride, gains respect and trust, and increases optimism (Bass, 1985). Charismatic leaders excite, arouse, and inspire their subordinates. According to Bass (1990a) attaining charisma in the eyes of one’s employees is central to succeeding as a transformational leader. This dimension is sometimes referred to as idealized influence. The second dimension of transformational leadership is inspiration. Bass (1985) originally conceptualized inspiration as a subfactor within charisma. Inspiration describes a
leader’s capacity to act as a model for subordinates, the communication of a vision and the use of symbols to focus efforts. The third dimension is individual consideration. While a leader’s charisma may attract subordinates to a vision or mission, the leader’s use of individualized consideration also significantly contributes to a subordinate achieving his/her fullest potential (Yammarino & Bass, 1990). Individual consideration is in part coaching and mentoring, it provides for continuous feedback and links the individual’s current needs to the organization’s mission (Bass, 1985). Some feel that individualized consideration is similar to the Ohio State notion of consideration (Hunt, 1991; Bryman, 1992). Bass and Avolio, however, state that the two are related, but that individualized consideration builds on two aspects of behavior, i.e., individualization and development of followers, where as earlier scales measuring consideration were primarily concerned with whether a leader was seen a ‘good guy or gal’ or not (1993: 63). The last dimension of transformational leadership is intellectual stimulation. An intellectually stimulating leader provides subordinates with a flow of challenging new ideas to stimulate rethinking of old ways of doing things (Bass, 1985; Bass & Avolio, 1990). It arouses an awareness of problems, of subordinates’ own thoughts and imagination, and a recognition of their beliefs and values. Intellectual stimulation is evidenced by subordinates’ conceptualization, comprehension, and analysis of the problems they face and the solutions generated (Yammarino & Bass, 1990).

Other authors have included several other dimensions of this type of leadership, for instance, vision, demonstrating trust in subordinates, role modeling, and expressing high performance expectations (e.g., House, 1996; Podsakoff, MacKenzie, Moorman & Fetter, 1990).

Outcomes of Transformational/Charismatic Leadership

Conger and Kanungo (1988) observe there is consensus among authors on the following effects of charismatic leaders on followers: high attachment to and trust in the leader, willing obedience to the leader, heightened performance and motivation, greater group cohesion in terms of shared beliefs and low intragroup conflict and a sense of empowerment. Other often-mentioned follower outcomes are commitment to the organization’s goals, perceived leader effectiveness and follower’s satisfaction with the leader (Den Hartog et al., 1995).

In general, charismatic/transformational leadership is expected to lead to more positive effects on subordinates than transactional leadership. Bass and associates find a consistent pattern of relationships between his leadership measures and the outcome and performance measures, with transformational leadership and the outcomes being highly positively correlated and transactional leadership and the outcomes less so (Bass, 1997). Self-reports of extra effort, satisfaction with the leader, and perceived leader effectiveness were often used as dependent variables early on (e.g., Bass, Avolio & Atwater, 1996; Bryman, 1992). However, many other ‘outcomes’ have been studied, including: trust in the leader (e.g., Podsakoff et al., 1990; 1996); trust in management and colleagues (Den Hartog, 1997); organizational commitment (e.g., Den Hartog, 1997; Koh, Steers & Terborg, 1995; Podsakoff et al., 1996); leader performance (e.g., Yammarino, Spangler & Bass, 1993), business unit performance (e.g., Howell & Avolio, 1993); subordinate/work group performance (e.g., Howell & Frost, 1989); and organizational citizenship behaviors (Podsakoff et al., 1990; Koh et al., 1995).

The results of a comprehensive meta-analysis by Lowe, Kroeck & Sivasubramaniam (1996) indicate that transformational leadership scales reliably predict work unit effectiveness, both for subordinate perceptions (.80) and for (objective) organizational measures of effectiveness (.35). According to Lowe et al. (1996) subordinate ratings of effectiveness are probably inflated as raters would probably strive for consistency across independent and dependent variables. Again, logical distance is questionable. On the other hand, organizational measures are likely to be attenuated as they narrow the perspective of performance to a single measured criterion (financial indicators, percentage of goals met), rather than include the constellation of outcomes that would contribute to subordinate perceptions of leader effectiveness (e.g., individual development, organizational learning, more ethical principles). Lowe et al. (1996) found that transformational leadership consistently showed higher associations with effectiveness than transactional leadership. Against expectations, they also found that effect sizes were larger in public rather than private organizations and for lower- rather than higher-level leaders.

Possible Negative Effects

House and Singh (1987) conclude that charismatic and transformational leaders profoundly influence follower effort, performance and affective responses toward them. Thus, charismatic leaders can have a considerable influence on organizations; however, these consequences are not necessarily beneficial. The possible negative effects are sometimes referred to as ‘the dark side of charisma.’ Possible negative effects in organizations include poor interpersonal relationships, negative consequences of impulsive, unconventional behavior, negative consequences of impression management, poor administrative practices, negative consequences of self-confidence, and failure to plan for succession (Conger, 1990; Yukl, 1998). Charismatic leadership, by reducing
in-group criticism and increasing unquestioning obedience could also have negative effects on group decision making (groupthink, Janis, 1982). Although transformational or socialized charismatic leaders are able to empower and develop followers, De Vries et al. (1999) find a positive relationship between charismatic leadership and the need for leadership. This suggests that subordinates are more rather than less ‘dependent’ when a charismatic leader is present. Such increased dependency on leaders may not always be beneficial to organizations.

**CROSS-CULTURAL PERSPECTIVES: LEADERSHIP AROUND THE WORLD**

Different cultural groups may have a different conception of what leadership should entail (Bass, 1990a; Hofstede, 1993). And, following from these different conceptions, the evaluation and meaning of many leader behaviors and characteristics may also strongly vary in different cultures. For instance, in a culture which endorses an authoritarian style, leader sensitivity might be interpreted as weak, whereas in cultures endorsing a more nurturing style, sensitivity is a prerequisite to be seen as a leader (Den Hartog et al., 1999).

Most research on leadership during the past half-century was conducted in the United States, Canada, and Western Europe. If research is conducted elsewhere, leadership theories and questionnaires developed in the USA are often translated and used abroad without much adaptation. An example is Bass and Avolio’s (1990) Multifactor Leadership Questionnaire (MLQ). Besides in the USA and Canada, the MLQ is used in countries as diverse as Japan (Yokochi, 1989, reported in Bass, 1990a), New Zealand (Singer & Singer, 1990), Taiwan and Mexico (Dorfman & Howell, 1988), the Netherlands (Den Hartog, Van Muijen & Koopman, 1997), Austria (Geyer & Steyrer, 1998), and Belgium (Lievens, Van Geit & Coetsier, 1997).

However, the applicability of certain concepts and ways to measure these in a non-US context should not be taken for granted (e.g., Boyacigiller & Adler, 1991). Hofstede (1993: 81) states: ‘In a Global perspective, US management theories contain a number of idiosyncrasies not necessarily shared by management elsewhere. Three such idiosyncrasies are mentioned: A stress on market processes, a stress on the individual and a focus on managers rather than workers.’ Similarly, House (1995) notes that almost all prevailing theories of leadership and most empirical evidence is rather North American in character, that is, ‘individualistic rather than collectivist; emphasizing assumptions of rationality rather than ascetics, religion, or superstition; stated in terms of individual rather than group incentives, stressing follower responsibilities rather than rights; assuming hedonistic rather than altruistic motivation and assuming centrality of work and democratic value orientation’ (1995: 443). House also notes that much cross-cultural psychological, sociological, and anthropological research shows that there are many cultures that do not share these assumptions. ‘As a result there is a growing awareness of need for a better understanding of the way in which leadership is enacted in various cultures and a need for an empirically grounded theory to explain differential leader behavior and effectiveness across cultures’ (1995: 443–4, see also Boyacigiller & Adler, 1991; House et al., 1997).

Kanungo and Mendonca (1996), for instance, describe how demands for leadership in developing countries differ from those placed on leaders in the USA. They examine the ‘culture fit’ of four distinct leader roles – task, social, participative and charismatic – relative to the sociocultural characteristics of developing countries and the internal work cultures of such countries. The impact of cultural contingencies on these four leader roles is described. Kanungo and Mendonca (1996) argue that organizational change is needed in such countries, rather than maintaining the status quo. As a result they see the charismatic leadership role as critical for organizations in developing countries. More theory development and testing is clearly needed in this area.

**Studying Leadership Across Cultures**

An increasing body of literature (including some of the aforementioned studies) deals with comparisons of leadership dimensions, behaviors or preferences across cultures (e.g., House et al., 1997; Peterson & Hunt, 1997; Dorfman, Howell, Hibino, Lee, Tate & Bautista, 1997). Still, much research to date has been limited in scope, usually comparing leaders and leader effectiveness in two or three countries. An interesting example of studying cross cultural aspects of leadership in a more elaborate project (involving over 25 countries) is found in the ongoing work on the event management model proposed by Smith and Peterson (1988). In this model ‘leadership which contributes to effective event management can be defined ‘as actions by a person which handle organizational problems as expressed in the events faced by others’ (Smith & Peterson, 1988: 80). The event management model presents an analysis of role relationships putting the role of leaders in the context of other sources of meaning. In handling events, managers can use different sources of information and meaning (e.g., rules, national norms, superiors, peers, subordinates).

Smith, Peterson and Misumi (1994) show that managers in high power distance countries (i.e., countries where a high degree of inequality among people is considered normal by the population, cf. Hofstede, 1991) report more use of rules and
Leader Prototypes

Several studies have focused on culture-based differences in leadership prototypes or implicit theories of leadership. As described above, implicit leadership theory (ILT) has been found to be a potent force in answering questions on leader behavior in the USA. Bryman (1987) conducted a study into the generalizability of implicit leadership theory and found strong support for the operation of implicit theories of leadership in Great Britain. Gerstner and Day (1994) performed a study focusing on a cross-cultural comparison of leadership prototypes. Respondents filled out a questionnaire (developed and tested only in the USA) which asks respondents to assign prototypicality ratings to 59 attributes relevant to (business) leadership. They compared these prototypicality ratings from a sample of American students \( (n = 35) \) to small samples \( (n = \text{between 10 and 22}) \) of students from seven countries outside the United States (who on average had been living in the United States for 2.5 years). They found that the traits considered to be most (as well as moderately and least) characteristic of business leaders varied by respondents’ country or culture of origin. This study has obvious limitations due to the small sample sizes, using only foreign students in the sample, and only an English-language trait-rating instrument, which has not been cross-culturally validated. However, the reliable differences found in leadership perceptions of members of various countries warrant further examination.

Another example of a study focusing on leadership preferences in different countries is the research by Singer and Singer (1990). Presuming subordinates’ leadership preferences mediate the effectiveness of actual leader behavior, they conducted their study in New Zealand and Taiwan and found a common preference among their respondents for transformational leadership. This preference has also been found in the United States (Bass & Avolio, 1989). According to Bass (1997) such a preference for transformational leadership is found across a wide range of cultures.

The GLOBE Project

Increasing the understanding of culture-based differences in leadership perception is a key issue in the GLOBE research program. GLOBE is a long-term study directed toward the development of systematic knowledge concerning how societal and organizational cultures affect leadership and organizational practices (House et al., 1999). Approximately 60 countries from all major regions of the world participate in GLOBE, making it the most extensive investigation of cross-cultural aspects of leadership to date. The project was originated by Robert House who has led ‘the coordinating team’ based in the United States. Besides the coordinating team, approximately 150 social scientists (Co-Country Investigators or CCIs) from around the world are responsible for managing the project and collecting data in their respective countries.

The main objectives of the GLOBE study are to answer questions such as: Are there leadership behaviors that are universally accepted and effective across cultures and are there behaviors that are differentially accepted and effective across cultures? The overall hypotheses that are to be tested concern relationships between societal culture dimensions, organizational culture dimensions and CLTs (culturally endorsed implicit leadership theories) as well as relationships specified by structural contingency theory of organizations (e.g., Donaldson, 1995). The information ensuing from this project will be useful for understanding how leaders in various societal and organizational cultures can be effective and for identifying the constraints imposed on leaders by cultural norms, values, and beliefs (House et al., 1999).

The initial aim of the GLOBE project was to develop societal and organizational measures of culture and leadership attributes that are appropriate to use across cultures. This aim was accomplished in the first phase of the project. The results of two pilot studies support the reliability and construct validity of the questionnaire scales (Hanges et al., under review).

Data collection in the second (hypothesis testing) phase is now completed and the analyses to test the hypotheses are currently being conducted. Over 15,000 middle managers from approximately 800 organizations in the financial, food and/or telecommunications industries in 60 countries were asked to describe leader attributes and behavior that they perceived to enhance or impede outstanding leadership. Some first results of the GLOBE study report which leadership attributes are universally endorsed as contributing to outstanding leadership, which are universally seen as undesirable, and which are culturally contingent (Den Hartog et al., 1999).

Contributing to outstanding leadership in all cultures were several attributes reflecting integrity (being trustworthy, just, and honest) Also, an outstanding leader shows many attributes reflecting charismatic, inspirational, and visionary leadership (an outstanding leader is encouraging, positive, motivational, a confidence builder, dynamic, and has foresight). Team-oriented leadership is also universally seen as important (such a leader is effective in team building, communicating, and coordinating). Finally, other items that are universally endorsed include being excellence oriented, decisive, intelligent, and a win–win problem solver (Den Hartog et al., 1999: 240). The GLOBE study also shows that several attributes are universally viewed as...
indefinite or in other words as impediments to outstanding leadership. These include being a loner, being noncooperative, ruthless, nonexplicit, irritable, and dictatorial (Den Hartog et al., 1999: 240).

Finally, many leadership attributes were found to be culturally contingent, i.e., a high positive rating was obtained in some and a low or even negative rating in other cultures. For instance, country means for the attribute enthusiastic range from 3.72 to 6.44 on a seven point scale. Country means for risk taking range from 2.14 to 5.96, for sensitive from 1.96 to 6.35, for class-conscious from 2.53–6.09 and for autonomous from 1.63–5.17 (see Den Hartog et al., 1999: 241, for the complete list).

### Regional Differences

Besides testing the overall ‘global’ hypotheses, the GLOBE data are also suited to look at regional differences. Studies by Brodbeck et al. (2000) and Koopman et al. (1999), for instance, focus on the European results, distinguishing different patterns of leadership and societal culture in Europe. Generally speaking, two broad clusters of cultures were distinguished in Europe, namely a north/western cluster and a south/eastern cluster. Concerning the culture dimensions, the north/west scored significantly higher on dimensions such as achievement orientation, future orientation, and uncertainty avoidance. In contrast, the south/east scored significantly higher on dimensions such as assertiveness and power distance. On gender egalitarianism the combination of the Nordic and the central/eastern European countries had a significantly higher score (indicating a more equal treatment of men and women) than the other European countries (e.g., Latin countries). On most culture dimensions there is considerable variance within Europe, in other words there is no typical ‘European culture.’

Interesting differences between north/western Europe and the south/eastern Europe were also found on the leadership profiles. South/eastern Europe scores higher on administrative competence, being autocratic, a conflict inducer, diplomatic, face saving, nonparticipative, procedural, self-oriented, and status-conscious. In north/western Europe characteristics such as being inspiring and having integrity are seen as more important (Koopman et al., 1999). From the perspective of Bass’s (1960) distinction between personal and position power, one might conclude that in the south/east of Europe the importance of position power is emphasized, whereas in the north/west the focus is on the (use of) personal power.

The GLOBE data can also be used for smaller scale in-depth comparisons between two (or more) countries. This allows for a focused comparison providing more detailed information than the general study that looks at differences at a global level, while being able to rely on the internationally developed and thoroughly tested questionnaires. An example of such a more focused comparison of national culture and leader attributes in the Netherlands and Poland, two of the European countries participating in the GLOBE study can be found in Den Hartog et al. (1997a). This study shows that Dutch respondents value attributes associated with integrity and inspirational leader behavior more strongly than Polish respondents. Visionary qualities score high in both countries. Diplomacy and administrative skills (being orderly, well-organized, and a good administrator) are considered more important in Poland. Polish respondents also have a less negative attitude towards autocratic leader behavior and status consciousness than the Dutch managers.

### Enacting Leadership Behaviors

The GLOBE results show a ‘universal’ preference for certain leadership attributes. However, this does not mean such attributes will be enacted in the same manner across cultures. For example, Bass states that ‘Indonesian inspirational leaders need to persuade their followers about the leaders’ own competence, a behavior that would appear unseemly in Japan’ (1997: 132). However, according to Bass, not withstanding the fact that it can be expressed in different ways, the concept of inspiration appears ‘to be as universal as the concept of leadership itself’ (1997: 132).

Similar examples of enacting positively valued attributes in a different manner in different countries ensue from the qualitative data that are also gathered in the GLOBE research (media analyses, interviews, and focus group meetings). For instance, Martinez and Dorfman (1998) gathered GLOBE data in Mexico. An example of behavior that was highly valued by the Mexicans, but might not be appropriate in other contexts was a high degree of involvement of a leader in the private lives of his employees. An example from their interviews is a leader calling the doctor when the husband of an employee was in hospital to make sure an operation was legitimate. However, such a behavior would be felt to be an invasion of privacy in other countries. Such examples clearly show that the behaviors indicative of consideration or compassion will differ strongly in different cultures even if the positive evaluation of the construct ‘consideration’ in itself is found across different cultures (see Den Hartog et al., 1999).

**IS THERE A FUTURE FOR LEADERSHIP?**

Currents of change such as the developing information technology and globalization are influencing work and organizations as we know them in a pervasive and long-lasting manner (e.g., Howard, 1995; Davis, 1995). Among the fundamental
changes in organizations is the increasing use of teams to make decisions (Guzzo, 1995) and more generally the increased importance of teams and other lateral organizing mechanisms (Mohrman & Cohen, 1995).

Organizations are becoming more and more flexible. As Shamir (1999) puts it, an important characteristic of the new form of organization is 'the obliteration of boundaries within the organization and between the organization and elements in its external environment' (p. 52). Such 'boundaryless' organizations (Davis, 1995) to a large extent comprise temporary systems whose elements (people as well as technology) are assembled and disassembled according to the shifting needs of specific projects. As organizations can no longer rely on the traditional hierarchy, managing and coordinating the efforts of employees may become more difficult. In the flexible, boundaryless structures where people shift from team to team, leaders will not be able to rely on the same level of formal power they had in their position in the former hierarchies. Also, the content of work is changing. As House (1995) notes, much 21st century work will be intellectual rather than physical. Observing, monitoring, and controlling, in other words, direct supervision of such tasks, will be very difficult.

Such developments could lead to a less pronounced role for leaders in organizations. One could even suggest that the idea of a single person taking on the 'leadership role' may become obsolete in the future organization. Shamir (1999) describes several possible scenarios that imply a reduced importance of the role of leadership in the 21st century. One such scenario is 'disposable leadership.' As organizations increasingly rely on temporary arrangements (e.g., project teams), leadership itself will become such a temporary arrangement, and will as such be limited in scope and duration. The group member with the most relevant knowledge would then be leader regarding that specific task. A similar scenario is the idea of shared, distributed, peer, or collective leadership. As Shamir (1999) notes, the common element in these ideas is that leadership is not concentrated in the hands of one single 'heroic' leader or a limited group, but is divided and performed by many or all team members simultaneously or sequentially. Similarly, the idea behind 'self-managed teams' also implies a transfer of the leadership responsibility to the team as a whole (e.g., Barker, 1993; Manz & Sims, 1993).

A third scenario implying a reduction of the importance of leadership is what Shamir and Ben-Ari (1999) refer to as 'teleleadership.' As Shamir (1999) describes, the increasing use of computer-mediated technologies and group decision support systems may enhance the importance of leadership functions that relate to the transmission of information between leader and group members. It may also reduce the distance between the top and lower levels in the organization and enable more effective communication between those parties. However, the role of leaders is obviously reduced to more cognitive elements (managing information flow) rather than the social, human, and emotional elements of leadership. Whether it is possible to identify with or trust leaders with whom one only communicates electronically is yet unclear (Shamir, 1999).

There are also other problems with these scenarios. Self-management does not always yield positive results. Also, identifying with a professional group, organization, or team increases commitment to that group and its goals and implies adherence to a pattern of values shared within such a group. Belonging to multiple groups with unclear boundaries may lead to identity problems (Emans, Koopman, Rutte & Steensma, 1996). House (1995) notes that the nonroutine tasks of the future will require problem solving, individual initiative, innovative behavior, and motivation, as well as a willingness to take on personal responsibility for getting the task done on the part of employees. Also, increased uncertainty and pace of change may be accompanied with increased feelings of uncertainty and anxiety on part of organization members. As West and Altink (1996) point out, a sense of psychological safety is essential for showing innovative behavior. Creating such a sense of safety and clarity and increasing motivation and commitment may still remain important leadership functions in tomorrow’s organizations.

As Shamir summarizes, 'boundaryless, flattened, flexible, project-based and team-based organizations that employ temporary, externalized and remote workers, whose tasks are more intellectual and less routine and cannot be controlled and coordinated by structure or direct supervision, need mechanisms of coordination through shared meaning systems, a shared sense of purpose, and high member commitment to shared values' (1999: 59). Therefore, boundaryless organizations are likely to need strong leadership to perform integrative functions. Such integrative functions are less likely to be performed by movable or disposable leaders. Leaders have played an important role in promoting change and innovation and challenging the status quo in stable environments. In tomorrow’s unstable environments the role of leaders is to balance an emphasis on change with providing (a sense of) stability and continuity, and to establish and maintain collective identities in the absence of traditional identity-forming boundaries (Shamir, 1999).

**SOME SUGGESTIONS FOR FUTURE RESEARCH ON LEADERSHIP**

The changing role of leadership in future organizations is an obvious and important topic for future
research. As discussed above, the role of leaders in ever-changing organizations will be different from their traditional role in a more stable environment. An added problem in this respect is that leaders are often selected on a certain profile, relevant for a certain job or time period. Changes in the organization and environment may require new skills or characteristics that these managers were not selected on. As the pace of change increases, this problem may also increase. More research seems needed in this area.

Similarly, more theory development and research on the similarities as well as differences of leadership in different cultures around the world is clearly needed. Also, in many studies on leadership in organizations the role of ‘time’ is not incorporated. It has often been noted that leadership is essentially a relational process unfolding over time. If leadership is supposed to contribute to the development of certain attitudes, emotional states, or self-efficacy, and increased performance, a longitudinal perspective is needed to capture some of this development. Examples of such longitudinal studies include Yammarino et al. (1993) and Howell and Avolio (1993). Not enough is known about leadership development over time. How leadership skills and perceptions develop, and which factors help or impede such development are interesting issues in need of further research. A possibility to study such topics would be to follow the development of attitudes and perceptions of both leaders and followers over time in groups in which new leaders start. Questions such as whether leaders can start out being ‘inspirational’ or do they first need to build ‘idiosyncracy credit’ (Hollander, 1978) and trust, and which leadership skills and behaviors can or cannot be learned are also interesting in this respect.

Another important way in which time exerts crucial influence is that people in organizations more often than not have a shared history and/or a shared future. Experiences from the past as well as expectations for the future shape both behavior and perceptions in ways which many studies are not designed or able to capture. The shared history implies that relationships have been shaped over time, and take place in a broader context which altered prior expectations. A shared future implies that some behaviors are less appropriate or effective than others. An example of the influence of shared history is that often, even after managers are trained to exert certain leader behaviors, and try to do so, they find that they are not perceived to be or behave any different. Also, circumstances and therefore the appropriateness of behavior may change over time. Becoming more experienced may influence followers’ perception of leader behavior over time. For instance, depending on the need and stage of development of the follower, leader behaviors reflecting consideration can be interpreted differently by the same people over time (Avolio, & Bass, 1995).

Although much can be done using questionnaires, leadership research would benefit from a multimethod approach. Yukl (1998) states that the field would benefit from descriptive research using observation and interviews to discover what leaders actually do. Using less traditional data sources, such as analyzing speeches (e.g., Den Hartog & Verburg, 1997; Shamir, Arthur & House, 1994) or doing historiometric studies (e.g., Deluga 1997; House, Spangler & Woyke, 1991) could also be used to triangulate self-report survey data. Insch, Moore and Murphy (1997) propose to use content analysis more often and give guidelines how to perform such analyses in this field. Increased use of (field) experiments is also important to gain more understanding of causal relationships and direction of causality of many relationships.

Another possibility for future research is to examine leadership in relation to topics stemming from other research fields: for example, expanding research into leadership and personality as well as followership and personality or incorporating recent trends from cognitive psychology. Examples in this direction are the development of the so-called leadershipplex model (Hooijberg, Hunt & Dodge, 1997) as well as increased attention for perception and cognition (Lord & Maher, 1991). Relationships between leadership and leader as well as follower affect and emotions are also in need of more research.

In 1978, Burns stated that ‘Leadership is one of the most observed and least understood phenomena on earth’ (p. 2). Much has happened since: substitutes, LMX, globalization, and leadership perception are only some of the topics that have had a major impact. Also, the introduction of charisma and transformational leadership to the field of organizational leadership has inspired many to reexamine their ideas about the essence of leadership. These developments indeed seem to have enhanced the understanding of the phenomenon of leadership. However, the overview presented here shows that the quest is far from over.

NOTE

1 Not to be confused with Vroom and Jago’s (1988) use of ‘new leadership’ as a term to describe a revised contingency approach to participation in decision-making (see paragraph 1.2.4).
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In very recent times, technological innovations in computers and telecommunications have created a wide array of new communication media. For organizations, this represents opportunities to overcome communication problems associated with a geographically dispersed workforce and to enhance the productivity of organizational members. For instance, media such as teleconferencing and electronic mail provide communication capabilities to help improve the flow of information and facilitate the coordination of people not in the same location. It seems therefore, that the benefits of communication technologies appear to be substantial. However, Apgar (1998) has commented on issues he believes are emerging:

We are moving from an era in which people seek connections with one another to an era where people will have to decide when and where to disconnect – both electronically and socially. (p. 121)

Several questions arise from his work: Is there any systematic monitoring of the effects of communication technologies on employees in different jobs and industries? Is there work or information overload, or, any psychological or physiological effect on
workers as a consequence of the new technologies or the quickened pace of communication? Does the workforce have the appropriate skills to maximize opportunities in information technology and to control and regulate communication? Has the implicit assumption been confirmed ... namely that workers are more effective and productive in their jobs as a consequence of high-speed computing technologies?

This chapter reviews the literature on new communication technologies; dominant theoretical perspectives; informal and formal communication networks; the effects of new technologies and modes of communication on individuals, management and hierarchies; the intranet; workforce skills and skill upgrading; communication technology problems including controlling and regulating communication and innovation; and the effects of the new technologies on human health and relationships.

THEORIZING COMMUNICATION IN ORGANIZATIONS

As recently as the 1980s, we would have drawn a theory of organizational effectiveness such that communication was a mediating variable in our models. Now, we would place communication as a major causal variable determining many organizational outcomes influencing for example, strategy and an individual’s organizational role (Rogers & Agarwala-Rogers, 1976).

A number of approaches exist in communication theory which parallel organizational theories. A ‘mechanistic’ perspective views communication as a transmission process by which a message physically travels across space through a channel, from one person to another, and assumes that the source governs what the receiver receives (Fisher, 1993). For example, Taylorism viewed communication as vertical (top-down), formal, and hierarchical, while Weberian ‘bureaucracy’ meant logic, order (command-and-control), and uniformity (Rogers & Agarwala-Rogers, 1976). Typically in the ‘psychological’ perspective, the receiver is the focus, with the assumption that individuals suffer information overload. From the ‘interpretive-symbolic’ perspective, behaviour creates and shapes the reality of the organization as well as its environment, the main emphasis being on shared meanings that form among people as they interact (Fisher, 1993). For instance, in the human relations school, information ascended from lower to upper levels of the organization, as well as flowing laterally. A ‘systems’ perspective focuses on people’s external actions and sees communication as the whole being greater than the sum of parts (Rogers & Agarwala-Rogers, 1976). Correspondingly, integrated organizational perspectives such as the sociotechnical model, suggest that communication depends on the organization and its situation (Fisher, 1993). ‘Contemporary’ perspectives prompt questions about how the organisation defines itself: the most organic views being the ‘brain’ metaphor (Morgan, 1986) which implies that organizations can learn, and the ‘culture’ metaphor which examines how people use language to express and form meanings (Fisher, 1993).

Modelling ‘Effective’ Communication

Communication can be defined as the process by which an idea is transferred from a source to a receiver, the intention being to change receiver behaviour. The main components in the process typically include source, message, channel, receiver, effect, and feedback (Rogers & Agarwala-Rogers, 1976). King and Cushman (1994) suggested that high-speed management reflects an ‘effective’ communication system employed by well-managed companies, who rapidly reorient the organisation to a changing environment to retain competitive advantage. A theory of communication then, should reflect ‘effective’ communication which follows a strategy of co-alignment of diverse interests, concerns, and contributions through the use of an open flexible communication system allowing for the co-alignment of both similarities and differences in an innovative, flexible, and rapid response system (Conrad, 1994). Thus, communication systems and organizational and cultural values should be inter-dependent. An example of this interdependence can be seen in a study by Erez (1992) who examined the patterns of communication in Japanese corporations in the light of antecedents (cultural values) and consequences (productivity and innovation). Based on 10 Japanese companies, findings showed that the interpersonal communication system was shaped by the cultural values in line with the traditional patterns of communication in Japanese society. This congruence intensified the smooth flow of communication with important consequences, (a) at the motivational level: the sharing of common values which made for better consensus and commitment to values; (b) at the cognitive level: the sharing of knowledge, ideas, and information which enhanced the level of productivity and innovation (see also the work of Gidden, 1984, on the ‘duality of structure’).

Communication in Organizations – a Theoretical Model

Despite the availability of communication models discussed earlier, it appears from a literature review that there is substantial theoretical work to be done to explain the complexity of communication in
modern-day organizations. As a starting point for this work, it is suggested that a theoretical focus on communication as ‘contextual’ would be beneficial, in as much as it would include the cultural traditions (the past) of the organization but would also incorporate the ‘new’. The ‘newness’ would include developments and shifts in communication styles, modes, and values which are common to organizational networks, cliques, liaisons, or groups, in all or parts of the organization. Such a model, simple as it is, could develop from Fisher’s (1993) communication-in-context model which represents group characteristics, organization structure and culture, and task characteristics (Figure 10.1). Group characteristics include group norms; the organizational structure and culture includes the organization’s design; and task characteristics include the nature of the work about which communication is taking place.

It is taken then, that an organization theoretically exists of a number of highly complex, interconnected contextualized relationships which could be represented as ‘networks’. Such a perspective is difficult to analyse (see, e.g., Langan-Fox, Code & Langfield-Smith, 2000; Langan-Fox, Wirth, Code, Langfield-Smith & Wirth, in press), and may involve methodologies not common to psychology (see, e.g., Robins, Pattison & Langan-Fox, 1995). Thus, how would organizations be researched as contextual and networked? Below, the empirical work in these areas is examined to reveal some of the studies which relate to such a perspective.

THE ROLE OF NETWORKS
IN ORGANIZATIONS

Formal Versus Informal Communication Networks

The formal network of an organization can typically be represented by the ‘organizational chart’ which reflects prescribed patterns for officially sanctioned messages. A network consists of interconnected individuals who are linked by patterned communication flows. Greenbaum (1974) identified four kinds of formal networks: the regulative (e.g., plans, regulations), the innovative (e.g., flexibility and change), the informative-instructive (e.g., productivity), and the integrative (e.g., maintenance of employee morale). Formal channels can be found to be an inefficient means of meeting unanticipated communication needs, for managing crises, or for dealing with complex or detailed problems (Conrad, 1994). On the other hand, the informal network comprises spontaneous, emergent patterns resulting from individual choices. Such networks: must regularly be used or they will disappear; are less structured; have less predictable communication flows than through formal networks; constantly change as people’s personal communication links change; may be more accurate than formal communication; have a shorter communication chain; are maintained through gossip; and allow people to temporarily ignore power and status differences. Informal networks help organizations by compensating for weaknesses in formal communication and fostering innovation.

In a large organization composed of thousands of individuals, many networks exist. Networks are much less structured than formal communication, occur more or less spontaneously, and are constantly changing (Rogers & Agarwala-Rogers, 1976). These elements of change can be seen in work by Weenig and Midden (1991) who studied communication network influences on the information diffusion process and the effects of two virtually identical communication programs. The results provided some insight into how people restrain each other from adoption and how this is related to the strength and number of communication ties.

Network laboratory experiments on small-group communication include the circle, the wheel, the chain, and all-channel design. Bavelas (1950) and Leavitt (1951) found that a centralized network (where one individual is central) had a communication flow which was faster and more accurate than a decentralized network. This was later found only to be true in the case of simple tasks – for complex tasks a decentralized network was more efficient. Stohl (1995) suggested that centralized networks are most efficient for simple problem solving and routine matters. When multiple operations have to be performed and adaptation and innovation is required, decentralized networks were most effective. Members of decentralized networks reported greater satisfaction with the group. Shaw (1954) studied the concept of independence, (or the degree of freedom with which an individual could function in a group), and found that independence was greater in decentralized networks like the circle, regardless of the type of task, and was positively related to individual satisfaction. Information overload or ‘saturation’ was highest for individuals in the wheel network.

Cliquess and Liaisons

Networks are also made up of cliques usually containing 5 to 25 members. Such people communicate more often with one another than with other people in the organization, with some members becoming opinion leaders and informally influencing the attitudes and behaviours of other members. Other members are ‘gatekeepers’ which allows them to control the messages flowing through the network; boundary spanners; or ‘cosmopolites’ – people at the top or bottom of the organization’s formal hierarchy who have a high degree of communication with the system’s environment.
Different cliques are linked together by liaisons – people who connect two cliques but who are not members of either one and who are the ‘cement’ that holds the structural bricks of the organization together (Rogers & Agarwala-Rogers, 1976). For instance MacDonald (1970) used network analysis to investigate the cliques and liaisons among members of a federal agency in the Pentagon. Amend (1971) has argued that it is fruitful to conceive of every individual in a system as playing a liaison role, as liaisons are crucial for the effective operation of an organization’s interpersonal network (Rogers & Agarwala-Rogers, 1976) while Tutzauer (1985) suggested that an organization is marked by an increasing number of cliques and factions as it dissolves.

The Grapevine and Rumours
A special type of informal network is the grapevine where there are several individuals who regularly function as liaisons and who often have higher unofficial status. The grapevine is a community phenomenon, crossing hierarchical levels, functional roles, and professional affiliations (Stohl, 1995). Rumours can be understood to be sets of messages which lack evidence as to their truth but explain confusing events and flourish in an atmosphere of secrecy and competition. Indeed their secrecy probably enhances the power of the message and increases their value! Messages on the grapevine travel swiftly (Stohl, 1995). Research has shown that grapevine information, which often travels in a ‘cluster’ (Fisher, 1993), is more than three-fourths accurate, while some organizational members might still mistrust such information (Walton, 1963). Crampton, Hodge & Mishra (1998) examined managers’ perceptions of the factors associated with grapevine activity and determined the extent of managers’ positions affecting their perceptions of grapevine activity. The results demonstrated that 92.4% of companies surveyed had no policy to deal with the grapevine, and managers and organizations usually did not take an active role in managing/controlling informal communication networks. The results also indicated that the managers’ level of knowledge about grapevine characteristics, causes, and outcomes was affected by organizational position.

Context and Culture
On a broader scale, some network researchers have examined communicative patterns in relation to the cultural and structural features of the organization. Marshall and Stohl (1993) used a network approach to study worker participation. Results indicated that the degree to which workers became involved in the communication system were differentially related to levels of workers’ satisfaction and managerial assessments of worker performance.

With the development of theoretical models which suggest the interrelatedness of communication in organizations (Fisher, 1993), one research approach has been to analyse interpersonal communication patterns with network analysis procedures and then to compare these patterns with the formal communication patterns that would be expected on the basis of organizational structure and culture (Rogers & Agarwala-Rogers, 1976). For instance, Hall (1980) suggests that organizational cultures can be distinguished by the interconnectedness of communication networks and that context is the information that surrounds a message. Cultures with highly interconnected networks operate as
high-context message producers, while cultures with segmented and compartmentalized networks operate as low-context message producers.

Other work on context, culture or environment can be seen in the work of Gladstein-Ancona and Caldwell (1987) who found that the network roles associated with effective product development teams were boundary-spanning roles. In several organizational studies, the most effective teams, as determined by external judges, were ones who had frequent contacts with the outside environment. It has been found that high-performing teams tend to be more highly linked with other groups in the organization than less effective groups (Tushman & Scanlan, 1981). On the other hand, the most cohesive and highly satisfied groups have been shown to interact infrequently with outside constituents (e.g., Ancona & Caldwell, 1988). In a study of how involvement in communication networks affects workers’ commitment to an organization, Eisenberg, Monge and Miller (1983) found that highly connected employees who were not involved in their jobs were more committed to their jobs than those who had low job involvement and were not enmeshed within the system’s work-related network. Kanungo (1998) investigated the influence of organizational culture on computer-mediated communication and information access (CMCIA) and found that while ‘task-oriented’ organizations had a positive relationship between user satisfaction and CMCIA, ‘people-oriented’ organizations had a negative relationship.

Role Awareness and Channelling Information Flows

There are a range of views on the relationship between interpersonal communication networks and informal social control. The relative merits of some of these viewpoints can be assessed by examining the distribution of interpersonal observability in communication networks. Friedkin (1983) examined communication networks and demonstrated that there was ‘horizon to observability’, a distance in a communication network beyond which persons are unlikely to be aware of other person’s role performance. The number of contacts shared by two persons was a powerful predictor of the probability that one person was aware of the role performance of another (Friedkin, 1983).

Researchers have long been aware of the ‘gap’ in understanding among certain groups in organizations, for instance, between management and union members. Tompkins (1962) called this ‘semantic information distance’. It needs to be remembered, however, that any formalization of information flows can actually intrude upon the natural development of personal communication networks when it is below top management, as was found by Marschan (1996). Thus, there is no rule of thumb about the development of harmonious relationships when computer-mediated communication is implemented. Like any other innovation, the outcome is uncertain.

TECHNOLOGY AND ORGANIZATIONAL STRUCTURES

From the foregoing then, it can easily be established that communication networks have powerful influences on organizations. In the past, we would have safely assumed that once we knew about organizational structures, we would also know about communication structures. For instance, an hierarchical ‘top-down’ decision-making structure (typified by the ‘pyramid’) would strongly determine the way communication occurs in an organization. But changes in communication networks produced by the implementation of telematic services and other innovations may reveal that the reverse is now happening: communication structure is determining organizational structure. Information technology influences roles, power, and hierarchy so, for instance, a team-based, problem-focused group may emerge whose work centres around electronic communications, and business processes may be integrated across traditional functional, product, and geographical lines (Rice & Steinfield, 1994).

Hax (1989) pointed out that the new information technologies are beginning to replace the conventional managerial hierarchy and to contribute to the development of a ‘network structure’ in organizations. Digital technology has created links between telecommunications and computing technology, transforming the way information is exchanged and accessed.

Individuals, Management, and Hierarchies

Organizational researchers have long recognized that the power of individuals is largely a function of the extent to which they have access to information, people, and resources (Mechanic, 1962). Brass (1985) reported that an individual’s position in the work flow was strongly related to influence. Although women were rated as less influential than men, both gender groups had similar performance evaluations. Women who were perceived as less influential were not well integrated into men’s networks. Issues relevant to ‘culture’ also relate to gender differences. For instance, Amason and Allen (1997) investigated gender differences in the relationships between perceived organizational support and employee perceptions of their communication with top management, immediate supervisors, and coworkers in a university and in two engineering firms: males reported a positive coworker
communication relationship indicating higher perceived organizational support, while this pattern did not emerge for females.

Weick (1987) argued that interpersonal communication is the essence of organizations because it creates structures which then affect what else gets said and done, and by whom. Structures form when communication uncovers shared occupational specialties or values that people want to preserve and expand. The structures themselves create hierarchical levels and communicative patterns observed at one level of the hierarchy which then shape configurations at other levels. Being in the middle often means having access to dominant coalitions and/or being on a critical path. However, message distortion may occur due to the number of people the message must pass through (Stohl, 1995) as well as the fact that hierarchical networks maximize the likelihood that messages could be intentionally distorted.

Cacioppo and Marshall (1989) surveyed communication between managers and their subordinates in public and private organizations and reported that managers and subordinates differed significantly in their communication perceptions in the following areas: defining goals and objectives of subordinates; personal lives; information about the job; and total communication as determined by an indicator which includes measures of standards of performance, personal life, work situation, organizational structure, and the environment. Contrary to previous research, there was no difference between the amount of communication between managers and subordinates in public or private sector organizations. Other research on organizational size by Smeltzer (1989), has shown that communication patterns do significantly differ in managers from large and small organizations, both in amount and type of medium. Differences have been found by occupational status: Sproull, Kiesler and McGuire (1986) state that email messages from managers tend to be longer, more focused, and have more negative-affect expressions than messages from professionals and other employees. It has been recommended that communication needs to vary by occupational status: Larkin and Larkin (1996) argued that executives who want people to change the way they do things, must also change the way they communicate. They suggest that because frontline supervisors are the real opinion leaders in any organization, senior managers must discuss any changes, face-to-face with supervisors, who will pass information along to their subordinates.

ELECTRONIC COMMUNICATION:
FASTER, MORE SOPHISTICATED, MORE ACCESSIBLE … AND IT’S HERE NOW

Communication behaviour between individuals (the centrepiece of Fisher’s model described above), suggests that this element is crucial to organizational structure, the group, and the individual job. Thus, modes of communication which assist in this interdependent set of relationships will determine the nature of the individual behaviour, various outcomes such as productivity and any problems which emerge as a consequence of the communication mode. These modes are examined below, for their impact on individuals, groups and organizations.

Electronic Mail

Of all the communication media available, electronic mail (e-mail) has perhaps achieved the most widespread acceptance in organizations. At its simplest level, e-mail provides the capability to create a message on a computer, transmit it to one or more recipients, and store the message for subsequent display (Steinfield, 1990). Electronic mail does not provide the same richness as face-to-face conversation or even a telephone call, but there is an immediacy and informal flavour to e-mail which seems to lead many senders to construct idiosyncratic, shorthand messages. Conversely, e-mail messages can be ambiguous and subject to multiple interpretations. Each organizational setting appears to have different norms, policies, and cultures regarding the use of e-mail (Steinfield, 1990). It seems that there are individual differences in e-mail usage: Fuller (1996) investigated the use of social cognitions to assess the effectiveness of communication behavior and found that users of electronic media developed consistent misperceptions across several personality dimensions when judging individuals they communicate with, but with whom they have never met in person. This may have consequences for the work effectiveness of individuals in a ‘virtual’ team – individuals who communicate solely by e-mail.

Electronic mail may be more appropriate for simple and routine exchanges but it does allow ‘news’ to be disseminated rapidly and its interactivity enables a user to develop a more interpersonal relationship (Rice & Steinfield, 1994). The interactive nature of e-mail and organizational structural change was found in research by Danowski and Edison-Smith (1985) who examined change in computer-based communication structures in response to a crisis. All private email messages were ‘captured’ (users were unaware their messages were obtained) for one year. Monthly network analysis revealed that e-mail patterns changed with the development of the crisis.

Motivations to install e-mail systems originally focused on the productivity improvements that could be gained among managerial and professional staff. This followed studies of managers and professionals which estimated that 70–80% of the workday was spent on face-to-face meetings, telephone calls,
Telematics and Teleworking

Many jobs don’t require a worker in a fixed location, especially ‘information workers’ (Kraut, 1987). Part of the ‘alternative workplace’ now includes ‘remote work’ or ‘telecommuting’ which involves the use of computers and telecommunications equipment to do office work away from a central location. Telework denotes a form of work organization, mediated by computers and telecommunications in which work is carried on outside a central office. Telematics (the integration of computer, telecommunication, and information technologies such as teleconferencing and teleworking) increase the range of factors is needed before telecommuting commences.

The potential of the phenomenon suggests a number of social and personal benefits. However, an assessment of the possible implications of work-at-home on the individual employee indicate that the burden may be greater than the benefits accrued (see, e.g., Salamon & Salamon, 1984). Similarly, research by Langan-Fox (1996) and Langan-Fox and Poole (1995), discusses social interaction at work and the advantages of separating home and work.

Videoconferencing

Videoconferencing permits live discussion between remote individuals and individuals/groups via satellite. The advent of videoconferencing eliminates the inconvenience of travel (e.g., time, cost, fatigue) and speeds up the communication process. Researchers concerned with the quality of outcome of different modes of communication, especially between groups of workers communicating via teleconferencing, have mainly focused on verbalization, linguistic activities, and the quality of words or messages (Birrell & White, 1982). Such researchers have pointed out that teleconferencing (both audio and video), besides being more cost efficient, is more satisfactory to its users and more task-oriented than face-to-face interaction with the difference in efficiency and satisfaction being attributable to technical differences in the type of interaction (Rossetti & Surynt, 1985). For instance, Birrell and White (1982) have discussed difficulties that groups have when solving problems in a face-to-face interaction and reported on research that shows how an electronic alternative (e.g., videoconferencing) may be used to increase the decision-making effectiveness of the group. It is argued that the use of an electronic medium may be beneficial in decreasing some social psychological aspects of meetings (such as conformity, groupthink, enhancement of dominant attitudes, coalition formation) and in increasing task orientation. Rossetti and Surynt (1985) reported that the performance (problem-solving ability, measured by the correctness of the solution of each group) of videoconference groups was significantly higher than those that met face-to-face.

Further, research on electronic meetings where computer-supported electronic communication
replaces verbal communication shows that larger
groups generate more ideas of greater quality and
member satisfaction than smaller groups (Dennis,
Valacich & Nunamaker, 1990). In some cases, the
quality of work in videoconferencing settings may
be the same as ‘face-to-face’ as reported by Olson,
Olson and Meader (1997), although remote groups
spent more time managing their work and clarifying
what they meant than face-to-face groups. Heath
and Luff (1992) examined interpersonal communi-
cation in a sophisticated multimedia office environ-
ment and found that audiovisual technology
introduces certain asymmetries into interpersonal
communication which can transform the impact of
visual and vocal conduct.

Other research focuses on the concept of ‘presence’
which is defined in terms of the user’s perception
of his or her environment. Williams, Rice and
Dordick (1985) argued that videoconferencing
is most effective for tasks which require exchange
of information, a cooperative problem-solving
situation or routine decision-making process, all of
which are classified as low social presence tasks.
Videoconferencing is not accepted as effective for
high social presence tasks such as bargaining,
negotiation, getting to know people, or tasks
involving conflict.

Recently, Buxton, Sellen and Sheasby (1997)
argued that conventional approaches to video-
conferencing are generally limited in their support
of the participants’ ability to establish eye contact
with other participants; to be visually aware of who
is visually attending to them; to selectively listen to
different, parallel conversations; to make side com-
ments to other participants and hold parallel conver-
sations; and to see co-participants in relation to
work-related objects. Egido (1990) has reinforced
the negatives associated with videoconferencing —
that the use of videoconferencing ignores the
informal interaction processes through which much of
the communication in organizations takes place,
but acknowledges that videoconferencing has been
particularly useful for lecture style presentations in
which structured, one-way communication with a
large audience is desired. Similarly, O’Connail and
Whittaker (1997) found that videoconferencing
interactions include a more formal style of communi-
cation than face-to-face interactions. Speakers in
videoconference interrupted less but were less
likely to anticipate ‘conversation endings’ than were
face-to-face speakers.

Straus (1997) examined the effect of communi-
cation media on group processes and the effect of
processes on group cohesiveness, satisfaction, and
productivity. Groups worked on idea generation,
intellectual, and judgment tasks in either computer-
mediated (CM) or face-to-face (FTF) discussions.
Findings showed that in comparison to FTF groups,
CM groups were less productive across tasks and
expressed lower satisfaction in the task and lower
cohesiveness than did FTF groups. Analysis of
communication processes among college students
in three-person groups showed that CM groups
had higher proportions of task communication and
disagreement and greater equality of participation.
In addition, CM groups did not engage in more
attacking behaviour and exchanged higher rates of
supportive communication than did FTF groups.

Hearn (1992) examined a video cascade process
within a large international airline of some 56,000
employees. The impact of cascade meetings was
variable and depended on the interpersonal compo-
nents of the cascade, the perceived relationship of
the video to daily experiences, and the targeted
group’s attributional processes.

Video-based internal communication in large cor-
porations is increasingly being used but has rarely
been evaluated. Findings from research suggest that
there are many facets of communication which
remain unexamined, but which impact on performance.

The World Wide Web

The Web started with stand-alone systems, grew to
small networks, and then to enterprise-wide net-
works (Cohen & Joseph, 1998). It is increasingly
contributing to social and economic change (ABS,
1999b) dramatically influencing the way business is
conducted, and how governments interact with busi-
ness and society generally. Kelly (1996) reports that
prior to the Web, many corporations were investing
significant funds on connecting people to distributed
information and that most of these companies were
not satisfied with the results. Millions of end-users
are entering the information market (Nicholas,
Williams, Martin & Cole, 1998) with more that
40 million people becoming internet users in little
more than four years, and the number of sites fore-
casted to exceed the population of the planet.

Malta, Switzerland, and Finland lead the rest of
Europe in terms of internet and email use with 85%
of large UK corporations having some form of
internet access in 1997 (Nua Internet Surveys, 1997).
The Australian Bureau of Statistics (ABS, 1999b)
report that one in three businesses in Australia have
used computers for at least five years or more.
About 21% of all businesses had internet access at
June 1997, though this varied by size of business:
85% of large businesses, 49% of medium-sized
businesses, 19% of small businesses, and 17% of
microbusinesses had internet access. The main uses
of the internet were e-mail and information gathering.
Only 1% of businesses used the internet for selling
or purchasing goods or services. In March 1998,
52% of employed adults used computers at work
and 17% of employed adults used the internet at
work (ABS, 1999b).

Using global figures, men are the biggest users of
the internet. Surveys conducted in 1994 and 1996,
show that female use of the Web rose from just 5% in January 1994 to 31% in November 1996 (Pitkow & Kehoe, 1996). Women tend to use it for work purposes, while men often search for items of personal interest. The average age of Web users is increasing, reaching 34.9 years. Globally, the strongest growth is predicted for Africa/Middle East and Latin America (Paul Budde Communication, 1999). In Australia, reports by the Australian Bureau of Statistics show that men are more likely than women to engage in work-related activities on their home computer. In 1998, 73% of employed men aged 18 and over who frequently used a home computer used it for work-related activities compared to 60% of employed women. Male teleworkers (4%) outnumbered females (2%) (ABS, 1999a). In 1998, 2.3 million people reported using a home computer for work-related activities. This included employees taking work home, employees working from home (‘teleworkers’ or ‘telecommuters’) and the self-employed. Business users spend more than 50% of their time online for business matters, and primary business users outnumber primary home users (Emarketer, 1999).

Many Australian-based companies are providing company information online and are introducing the option of online job applications (Murry, 1997). Not surprisingly, Burrows (1994) predicted that companies which gather and use information effectively will in general have an advantage over their competitors.

ORGANIZATIONS KEEPING UP WITH TECHNOLOGY

Technology Uptake

Even when organizations have arranged their infrastructures to be conversant with the new communication technologies, successful implementation is not guaranteed. It is now apparent that high technology often means high risk, and that it is frequently the case that technology fails to live up to its original promise (Miniace & Falter, 1996) and often produces conflicting results: social isolation and increased connectedness; more complex socialization patterns and simpler socialization patterns (Salem, 1998). Salem (1998) concludes that the social impact of electronic communication technologies (ECT) is as varied as the initial conditions prior to their use where one type of social impact will exist along with an apparently opposite impact. The fault may lie in the failure to understand and manage the mutual influences of technology and the ‘extended implementation process’ (Walton, 1989). For instance a study demonstrating successful practice conducted by Miniace and Falter (1996) showed how top-down and bottom-up communication can be combined to encourage discussion of issues and how the communication process effects strategy implementation.

AT&T is just one of the many organizations pioneering the ‘alternative workplace’ (AW) – the combination of nontraditional work practices, settings, and locations. The AW is changing the way people collaborate (Appar, 1998). Nonetheless such programmes might not be adopted where there are ingrained behaviours and a person’s ability to excel in an AW environment actually depends on an array of new skills in communication and leadership. Many features of the AW remain an innovation than well-accepted practice. ‘Technology’ can make communication more difficult, rather than improving it (More, 1989).

The Virtual Organization and Intranets

According to Dickerson (1998), ‘virtual’ organizations are those which attain maximum flexibility to respond to user needs by downsizing to core management activities and contracting out major manufacturing processes. But also, ‘virtual’ organizations are using the internet or intranets to provide and communicate information to their employees. Stevens (1998) argued that as more organizations reduce their human resources management (HRM) staff and look for ways for fewer employees to do more work, interest in developing electronic support for employees will increase. Ford has an intranet with over 80,000 employees using it daily. Hewlett Packard has about 200 Internal Web servers accessed by 10, 000 people in product divisions, field-sales offices, and corporate groups. Training departments in particular are using intranets for delivery of training and performance support (Smith, 1997).

Intranets are likely to be the key information technology revolution from the year 2000 (Barbera, 1996) although concerns have been expressed over security, manageability, and ongoing maintenance (Webmaster, 1999). Pincince (1998) suggested that the extranet – the use of the internet by a corporation’s employees presents the opportunity for true, value-added services for network managers. Davis’s survey (1997) of members of the Information Industry Association found that more than 90% of respondents used the internet and 50–90% used many other electronic communication systems. There has been a substantial increase in the use of the internet at work, while many people who use the internet at work also use it for personal and recreational purposes! When used correctly, it can enhance communication and collaboration, streamline procedures, and provide just-in-time information to a globally dispersed workforce. Cohen (1998) believes, however, that if misused, an intranet can intensify mistrust and increase misinformation. It seems that organizations are still struggling to
learn the best ways to implement their intranets (Cohen, 1998).

**Communication Technologies and Workforce Skills**

Mingin (1984) discussed changes in the U.S. economy, which has moved from an emphasis on manufacturing to a rapid expansion of information-based technologies – a trend marked by labour that is less physically demanding. Thus, dramatic changes have occurred, and are occurring continuously, in needed workforce skills. During the 1980s, writers were already concerned about shortcomings in attitudes towards the impact of computers, and about skill shortages and skill upgrading. More than 15 years ago, Davie and Perry (1984) suggested that there should be an increased emphasis on continuing education. As early as 1982, warnings were expressed about the imperative of computer skill upgrading. For example, Lewis (1982) recommended that managers needed more skills in communication than did their predecessors. Similarly, Galati (1986) thought that as computer conferencing and electronic mail became routine, new skills, such as the ability to use equipment and to write concisely and quickly online, would be required. For many, but not all workers, participation in the workforce is now dominated by learning and information exchange. This trend will probably lead towards increased prevalence of abstraction skills necessary to process burgeoning mountains of information. Thus, now more than ever, at the turn of the century, calls continue to be made for the workforce to acquire skill diversity (see, e.g., Richardson, 1999).

Training professionals in the use of electronic communication must facilitate language change, the restructuring of jobs and acceptance from staff, especially at high management levels. Criticism has been levelled at managers for their apparent ineptitude and inaction. As Kiesler (1986) noted, managers either regard computers as a tool for storing and transmitting information or they fail to utilize high-technology innovations (Steinfield, 1990). In other ways, managers appear not to be completely informed about how their subordinates view communication in their organization. Surveys of Australian management styles, conducted through the ‘Go BRW’ online service found that 70% of respondents believed (surprisingly!) that they could do a better job than their boss. Lack of ‘quality’ communication was highlighted as the major cause of dissatisfaction among workers with respect to their leaders (James, 1996). Research into the relationship between communication satisfaction and other organizational variables by Ticehurst and Smith (1992), found that levels of communication satisfaction, organizational commitment, and job satisfaction were relatively low.

Companies operating at the frontiers of knowledge and technology in business need to be aware of the importance of employee perceptions and feelings as well as the value of their technological skills, and must develop innovative attitudes and strategies (Jacobs & Everett, 1988). Klobas (1996) described innovative uses of the internet by staff showing that the internet provided opportunities for communication among users, but posed challenges to the information systems professionals who supported them. Therefore, the characteristics of individual employees and the company culture are two factors which are crucial in determining organizational innovation.

Much of the dramatic change in skill and wage structure observed in recent years in the United States is believed to stem from the impact of new technology. Machin, Ryan and Van Reenan (1996) compared the changing skill structure of wages and employment in the USA with three other countries – the UK, Denmark, and Sweden. The authors investigated how far technical change could explain the growth in the importance of more highly skilled workers and found that growth of skilled workers had occurred in all countries. Nevertheless, findings by these authors suggested that technology only accounted for a relatively small part (about one quarter) of the changes in the skill structure in the Anglo-American nations.

The pace of technological change in ICT (information and communication technologies) has created the rise of ‘techno-globalism’ at a cross-organizational level by providing a new mode of diversification. As a result of increasing technological interrelatedness, specialization in a core pervasive technology develops tacit capabilities. As suggested by Penrose’s ‘theory of the growth of the firm’ (Santangelo, 1998), an organization develops capabilities through an internal learning process and strengthens these capabilities into new activities and new geographical locations. In the current context, technology and innovative activity are also going through a globalization process. Three important factors were suggested by Janssens and Brett (1994) as impacting organizations’ ability to coordinate activities: (1) electronic voice and data networks, (2) internal labor markets, and (3) a multicultural managerial workforce.

Other developments within organizations concern multimedia. Stewart and Williams (1998) suggest that multimedia technology is becoming ubiquitous in modern society and is having profound effects on institutions (see, e.g., Murray, 1999, on the impact of multimedia and Web technologies on educational institutions), although actual learning increments as a consequence of multimedia programs have yet to be reliably demonstrated (see, e.g., Langan-Fox, Waycott & Albert, 2000; Quayle & Langan-Fox, 1998).

Prediction about multimedia and communication technologies needs to be informed, according
to Stewart and Williams (1998), by a research framework that focuses attention on the key social, psychological, political, and economic influences on technology as well as the use of technology and the emergence of infrastructures, standards, training, and development.

EMERGING PROBLEMS WITH COMMUNICATION TECHNOLOGIES

Regulating and Controlling Communication

Information flows are changing political, economic, and cultural landscapes and are redefining work, education, and development. Communications is the fastest growing industry in the world due to the transformation of information flows caused by the convergence of telecommunications, information technology, and mass media (Ferguson, 1998). However, the telecommunications revolution is not happening at the same speed everywhere and some areas are gaining competitive advantage because they are quicker to exploit the opportunities (OECD, 1996). National governments and trans-national organizations need to include area development in discussions about the future shape of universal service obligations given that these will now need to be applied on both an inter-operator and international basis. Without such policies the provision of advanced communication infrastructures is likely to reinforce existing territorial inequalities (OECD, 1996).

Rapalus (1997) reports that email addresses, internet access, and connectivity to the World Wide Web have added another level of ‘threat’ to already vulnerable organizations. Although organizations have experienced multiple attacks from both inside and outside, the greatest threat probably comes from inside. Rapalus (1997) recommends that policies and procedures need to be developed to protect information about the system and prevent liability from leaked information.

With today’s technology and its associated telecommunications advances, ‘knowledge management’ (KM) can improve or expand human and technological networks which are capable of harnessing a company’s collective expertise and experience. Knowledge management is a relatively new concept and refers to an organization that consciously and comprehensively gathers, organizes, shares, and analyses its knowledge to further its goals (Sunoo, 1999). KSE (knowledge-sharing environment) is a system of information agents for organizing, summarizing, and sharing knowledge from a number of sources: an organization’s intranet. Users are organized into closed user groups or communities of interest with related or overlapping interests, such as members of a project team (Martiny, 1998). The following aspects of KM will be important: retention and expansion of knowledge through sharing among departments; KM forms; and how human resource management can play a role in the use of KM (Greengard, 1998).

Innovation, Computer Networks, and Communication Interaction

Despite the importance of technological changes for corporate vitality, there are documented instances of corporations failing to capitalize on technological opportunities. Garud, Nayyar and Shapira (1997) suggest that innovation outcomes need to be driven by technology entrepreneurs and that organizational change is being carried by the technology. The restructured organization emphasizes the horizontal dimension of organizational communication, suggesting that decentralization can be achieved through the creation of semi-autonomous, specialized work teams that cooperate in interdependent decision making. Thus, networking can allow a large organization to retain characteristics of a small organization (Kovacic, 1994). But, the characteristics of a virtual organization can include employee loneliness, ‘infocosms’, remote control, and videoconferencing. Indeed, the kind of person who would fit well into the ‘virtual’ company may need to be specially profiled for selection purposes (Cohen, 1997).

An understanding of communication conflict is necessary if organizations are to run smoother (Benchmark, 1998). Communication media can increase the amount of communication employees receive, potentially reducing conflict and enhancing knowledge and commitment, but influencing perceptions of overload. Research by Kraut and Attewell (1997) suggests that electronic mail effectively spreads organizational information to peripheral employees while interrupting them less than other styles of communication. Using data from a US-based corporation to examine the effects of communication by electronic mail and other media, results showed that employees who used electronic mail extensively were better informed and were more committed to management goals. Electronic mail promoted ‘information spillover’, without subjecting marginal parties to interruption and information overload (Kraut & Attewell, 1997).

Management of new computer-mediated communication systems needs to avoid the tendency to consider new media only as essential substitutes for traditional communication channels. The new media may well significantly change how, and why, people in organizations communicate (Rice & Steinfield, 1994). For instance, research by Dean and Brass (1985) provided support for the idea that increased social interaction (communication) leads to
a convergence of perceptions, such that perceptions are more similar to reality.

Networked computers eliminate the distance factor, which so often interferes with collaboration among workers. However, potential problems include electronic vandalism, fragile systems, and in many cases lack of technology for long-term care and storage of electronic information (Peterson, 1990).

**OCCUPATIONAL HEALTH AND WORKING WITH COMMUNICATION TECHNOLOGIES**

**Work, Structures, and the Quality of Human Relationships**

Alienation of humans in the information society can mean the impoverishment of natural communication as direct interpersonal contacts become rarer (Mayer, 1984). However, in other research, Sproull and Kiesler (1991a) demonstrated that although new problems can emerge with computer-based communication, it can create opportunities for new connections among people and stimulate new ways of thinking and working in a less structured environment. Marschan (1996) has suggested that less hierarchical structures encourage the development of personal and horizontal communication networks and that the decentralization process enhances personal communication networks among top managers.

There is encouraging evidence that information technology does positively impact human relationships. Rice and Case (1993) found that within five months of the installation of an integrated office system, 43% of managers reported exchanging messages with people they were previously not in touch with. Patterns of informal role taking can also change. For example, Hiltz and Turoff (1978) showed that participation rates become much more equal among those participating in computer teleconferencing sessions and that strong leaders are less likely to dominate electronic meetings than face-to-face groups. Electronic messaging also seems to make organization members more willing to initiate communication with bosses and their subordinates (Rice, 1984b).

**Technostress**

With the widespread use of the computer in the workplace, and the sureity that this will increase across all job types, there are problems emerging in occupational health which impact on employee performance and well-being. A growing number of studies conclude that there is ‘technostress’ related to human–computer interaction and that many stressors are similar to those experienced in blue-collar and automated jobs: high workload, work pressure, diminished job control, inadequate employee training, monotonous tasks, alienation, reduced job satisfaction, poor supervisory relations, job insecurity, lack of employee skill use, high job demands, technology breakdowns/slowdowns, and electronic performance monitoring. VDU problems are influenced by viewing distance, time on task, glare, and lighting. Bergqvist, Wolgast, Nilsson and Voss (1995) found that there were important factors influencing health of their sample of VDT workers who suffered musculoskeletal disorders: opportunities for flexible rest breaks, extreme peer contacts, task flexibility, and overtime, and ergonomic variables such as static work posture, hand position, use of lower arm support, repeated work movements, and keyboard or VDT vertical position. Physiological and psychological technostress includes increased physiological arousal; musculoskeletal system complaints, anxiety, stress perception resulting in increased metabolic activity, eye problems, and fatigue (Aaras, Horgen, Bjorset, Ro & Thoresen, 1998; Arnetz, 1997; Arora, 1994; Berg & Bengt, 1996; Dillon & Emurian, 1996; Hosokawa, Mikami & Saito, 1997; Lindstrom, Leino, Seitsamo & Torstila, 1997; Rechichi, De Moja & Scullica, 1996; Schleifer, Galinsky & Pan, 1996; Smith, 1997; Smith et al., 1998; Thomson, 1998; Waluyo, Ekberg & Eklund, 1996).

**CONCLUSIONS AND DIRECTIONS FOR RESEARCH**

**Occupational Health and Technostress**

Is there any systematic monitoring of the effects of communication technologies on employees in different jobs and industries? Is there work or information overload, or, any psychological or physiological effect on workers as a consequence of the new technologies or the quickened pace of communication?

There is an accumulating body of work which provides unequivocal evidence that such technologies have effects on employees, such as musculoskeletal disorders, eye strain, fatigue, and so on, and that VDT workers are especially at risk. The full impact of such effects has yet to be realized by organizations, but no doubt given research interest, reports will continue to grow and organizations will need to become more cognizent of such hazards, through education, counselling, prevention programmes, etc.

In times past, when large-scale mechanization of the workplace emerged as the dominant force for change, there was a profound effect on job content which resulted in worker alienation from technology-driven organizational change. We could be at the
edge of experiencing similar types of problem in relation to the impact of communication technology. However, we should remember that as we approach the ‘brave new world’ of electronic communications, we are far more enlightened about the nature of work alienation than we were in those earlier times and the importance of ‘factoring in’ humanness and individuals into jobs to avoid job dissatisfaction, fatigue, boredom, occupational stress, and other alienating aspects of the workplace. This past work will help inform us about the burgeoning area of ‘technostress’. Furthermore, the potential difficulty of recruiting and employing appropriately skilled employees may help to focus the minds of managers on the importance of job variety and interest.

Computing Technology Skills and Employment

Does the workforce have the appropriate skills to maximize opportunities in information technology and to control and regulate communication?

As the information age expands, and knowledge management (KM) is presumably achieved, the most acute problem will not be information overload, but the gap between those individuals who ‘can’ function in the information society and those who ‘cannot’ – those who fear to know, refuse to know, or do not have the ability to learn. The literature on computing technologies skills has often been referred to as belonging to younger, not older, segments of the working population who are thought to be highly employable in terms of commitment, work ethic, and job satisfaction but who are least likely to either have or be able to develop, computing skills. Yet, with workforce skill shortages in computing skills, it is anticipated that organizations may be ‘forced’ to employ older workers to make up skill shortfalls. Retraining and skill upgrading are vital for organizations to continue to be able to take up developments and innovations in the communication technologies. At the present time, reports suggest that the urgency of this need has yet to be grasped.

Knowledge management will remain an issue, as organizations continue to grapple with burgeoning mountains of information. A key issue in their success will be acquiring the skill and expertise to control and develop the intranet.

Efficiency Gains from Communication Technologies

Are workers more effective and productive in their jobs as a consequence of high-speed computing technologies? Insufficient research has been conducted to say with certainty that there are returns on productivity. Organizations have tended to accept as a ‘given’, productivity gains naturally occurring as a consequence of new technologies. Most of the research available on this issue remains perceptual, but there is a small amount of research reported by organizations which shows actual productivity gains. Thus the signs of performance increments are there, with much more systematic research needed to establish the actual size, scope, and quality of such improvement. At the same time, there remain difficulties not sufficiently worked out by the organization prior to system implementation. The speed of organizational implementation often impacts on whether a proper evaluation is conducted on the productivity effects of new communication technologies. Such information is also highly sensitive, especially in regard to competitors, and may not be accessible to researchers.

One could hypothesize that the larger the organization, the more crucial is communication effectiveness, and one study reports differences in efficiencies based on organizational size. Like productivity gains, this issue remains to be investigated more thoroughly. It is likely that industry, and communication technology type (e.g., size of networks) will help to determine the importance of organizational size.

Human Relationships

Studies have shown that the great majority of computerization projects fail to meet their deadlines because human factors are not sufficiently taken into account during the planning and implementation phase of the project. The role of goals and values is central to effective interpersonal interactions, as is ‘communicating’ with computers, for greater accuracy of expression when describing computer activities. Also, the importance of person-to-person contact must be stressed.

Organizational networks are also the primary contextual determinants of conflict activity. When complexity increases, communication networks fragment and lead to different perspectives within units. If this condition is combined with high interdependence, conflict between units increases.

Theorizing Organizations

Weick (1996) sees the organization as an evolving system taking in equivocal information from the environment and using what has been learned. Research needs to investigate the ways in which ‘deep structure’ (including the ‘informal’ network), and ‘surface structure’ (including the ‘formal’ network) and levels of power and status, guide and constrain the actions and communication of employees. Theoretically, researchers could benefit
from examining, in a qualitative sense, user interests, concerns, knowledge, skills, and ideas about productivity and effectiveness of the communication system as well as investigating the dominant cultural values of the organization, and make an assessment of how this corresponds to the existing and anticipated innovations within the system. Such qualitative material could form the basis of the development of a theory which is context and network-based, and which is innovative in its approach to methodology and measurement.

**RESEARCHING COMMUNICATION IN ORGANIZATIONS: THE WAY AHEAD**

If we look at the gargantuan changes that have occurred in communication in organizations over the past 20–30 years, we have to admit that in comparison, the amount of empirical research in the area is relatively small, especially in the area of industrial–organizational psychology. From a research perspective, the whole area of organizational communication is fraught with difficulty. A huge problem is the sheer pace of change in the technology and the ability of researchers to have knowledge of the anticipated changes, to negotiate and plan a research investigation, and to examine any ‘before-and-after’ effects. It seems that once one communication system is in place, another is planned and quickly implemented.

Thus, it is suggested that a principal way in which research will systematically occur is if the research is conducted in-house, most beneficially together with university researchers. The in-house researcher, perhaps an industrial–organizational, ergonomist or human factor psychologist, could be located within the technical group, or within human resources. Whether such research would find its way into the scientific journals would probably depend on whether such research would contribute to a university credential of some sort. Thus, skill upgrading and credentialling-up is vital not only to individuals and organizations, but also to the body of knowledge existing in the scientific literature. Hopefully, universities will find ways of facilitating such skill upgrades and industry collaboration. If such strategies do not blossom, our understanding of communication in organizations could remain a rather limited one indeed.
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INTRODUCTION

When studying organizational phenomena, many researchers implicitly assume that employees within an organization are homogeneous. They also assume that the phenomena being studied are unaffected by whether employees are different from each other. Diversity researchers reject both of these assumptions. Their work focuses on questions that arise when the workforce is acknowledged as a heterogeneous mix of people with different backgrounds, experiences, values, and identities. This chapter describes five themes that summarize the evolution of diversity research during the past two decades, as follows:

(I) from complying with laws to improving organizational effectiveness;

(II) from documenting group differences to understanding interpersonal dynamics;

(III) from focusing on single attributes to studying attribute profiles;

(IV) from viewing diversity as generic to understanding diversity in context;

(V) from changing individuals to changing organizations.

Included is research focused on domestic diversity and research focused on international diversity. Domestic diversity refers to diversity within a domestic workforce, excluding national differences. International diversity refers to diversity among the cultures of different countries. Historically, research studies on domestic and international diversity evolved independently of each other, but in organizations, both types of diversity are increasingly important. Collaboration
among researchers interested in domestic and international diversity is certainly desirable, and perhaps inevitable. An overarching goal of this chapter is to encourage such collaboration.

THEME I: FROM COMPLYING WITH LAWS TO IMPROVING ORGANIZATIONAL EFFECTIVENESS

In the United States, much of the early domestic diversity research grew out of concerns about employment discrimination and workplace fairness. During the past decade, however, a shift has occurred. Now, economic expansion and tight labor markets mean that finding a sufficient number of qualified employees is a major challenge for employers in both the United States and Europe (Chambers, Foulon, Handfield-Jones, Hankin & Michaels, 1998). Consequently, employers who once viewed diversity management activities as a legally driven bureaucratic cost are now seeking to create workplaces where employees from all backgrounds fully utilize their skills and feel personally comfortable.

Laws Stimulated Early Research on Domestic Diversity in the United States

Passage of the US Civil Rights Act of 1964 made it illegal for US employers to make employment decisions based on information about a person’s sex, race, color, religion, or national origin. Several other antidiscrimination laws prohibit the use of other personal characteristics (e.g., age, disability, pregnancy) when making employment decisions. In the United States, organizational research evolved when people believed that unfair discrimination in employment was common. Members of the demographic majority (e.g., men and whites) were assumed to be guilty of discriminating against members of demographic minorities, who in turn were cast into the role of victims. From this world view emerged diversity management practices aimed primarily at eliminating the discriminatory actions taken by members of the majority and, secondarily, developing the coping behaviors of members of the minority. Fear of legal penalties motivated employers to adopt such management practices.

The primary research objective during this period was helping employers develop nondiscriminatory personnel practices. This line of work defined nondiscrimination as basing personnel decisions on valid measures of a person’s job qualifications. During the 1960s and well into the 1990s, organizational researchers helped employers develop legally defensible approaches to making personnel decisions; at the same time, their work informed the development of governmental guidelines for how employers and the judicial system would evaluate evidence when judging whether illegal discrimination had occurred. Indeed, US-based research on diversity became so intertwined with legal concerns that reviews of recent court decisions appeared as research articles in leading psychology research publications (e.g., see Cascio & Bernardin, 1981; Malos, 1998; Varca & Pattison, 1993; Werner & Bolino, 1997). During this early era, little attention was paid to the question of whether these practices had positive consequences for members of the majority or for overall organizational effectiveness.

Improving Organizational Effectiveness is the Focus of Current Domestic Diversity Research

By the dawn of the 21st century, the US workforce had become substantially more diverse than it had been in the early 1960s, especially in terms of sex and ethnicity. Legislation aimed at creating equal employment opportunities was undoubtedly responsible for some of the changing workforce demographics, but so were changing immigration patterns, changing lifestyles, changing economic conditions, and changing business strategies. Furthermore, steady economic growth combined with slower growth in the size of the US labor force has created such a tight labor market that most employers cannot afford to reject job applicants based on irrelevant personal characteristics. Nor can they afford the high turnover costs that result when poorly managed diversity causes disgruntled employees from all backgrounds to leave the organization (e.g., see Morrison & Herlihy, 1992; Tsui, Egan & O’Reilly, 1992). Thus, irrespective of legal regulations, many US employers now view managing diversity as a business necessity (Jackson & Alvarez, 1992).

In fact, little empirical evidence is currently available to show that diversity or diversity management practices directly impact financial success (e.g., see Richard & Johnson, 1999). One exception is a study which found that firms with exemplary diversity programs (specifically, affirmative action programs) performed better as measured by stock prices, compared to firms that had paid legal damages to settle discrimination lawsuits (Wright, Ferris, Hiller & Kroll, 1995). More plentiful are studies that relate diversity to nonfinancial consequences that are believed to affect the bottom line. Two frequently studied intermediate consequences are cohesiveness and creative problem solving.

Cohesiveness

Cohesiveness refers to the degree of interpersonal attraction and liking among members of a group or
The elevated turnover rates associated with diversity have usually been treated as negative. Under many circumstances, turnover can be disruptive. But turnover can also be beneficial. Over time, repeated exposure to the same people gradually results in the homogenization of attitudes, perspectives, and cognitive schemas; in the process, creative capacity diminishes. Thus, despite the disruption it can cause, turnover creates opportunities for renewal and the continual addition of fresh ideas.

Creative Problem Solving

Creative problem solving refers to activities that require formulating new solutions to a problem and/or resolving an issue for which there is no ‘correct’ answer. When teams are assigned tasks that require creative problem solving, diversity leads to better performance (Filley, House & Kerr, 1976; Hoffman, 1979; McGrath, 1984; Shaw, 1981). This effect has been found for diversity of many types, including personality (Hoffman & Maier, 1961), training background (Pelz, 1956), leadership abilities (Ghiselli & Lodahl, 1958), attitudes (Hoffman, Harburg & Maier, 1962; Triandis, Hall & Ewen, 1965; Willems & Clark, 1971) gender (Wood, 1987), occupational background (Bantel & Jackson, 1989), and education (Smith, Smith, Olian, Sims, O’Brannon & Scully, 1994).

Diverse perspectives seem to be beneficial on several counts. During the environmental scanning that occurs in the earliest phase of problem solving, people with diverse perspectives can provide a more comprehensive view of the possible issues that might be placed on the group’s agenda. Subsequently, discussion among members with diverse perspectives can improve the group’s ability to consider alternative interpretations and generate creative solutions that integrate their diverse perspectives. As alternative courses of action and solutions are considered, diverse perspectives can increase the group’s ability to foresee all possible costs, benefits, and side-effects. Finally, diversity can enhance the group’s credibility with external constituencies, which should improve their ability to implement their creative solutions (e.g., see Cowan, 1986; Hambrick, Cho & Chen, 1996; Jackson, 1992; McLeod & Lobel, 1992; McLeod, Lobel & Cox, 1996; Pearce & Ravlin, 1987; Porac & Howard, 1990; Simon, 1987; Triandis, Hall & Ewen, 1965; Watson, Kumar & Michaelson, 1993).

Legal Considerations and Organizational Effectiveness in International Diversity Research

The prominent role of legal considerations in early US research on domestic diversity contrasts sharply
with the minor role of legal considerations in research on cross-cultural differences and international multiculturalism. Instead, due to the high cost of expatriate failure, the overriding focus has been on understanding the reasons for failure in international assignments (Black & Gregersen, 1990; Mendenhall & Oddou, 1986; Shaffer, Harrison & Gilley, 1999), with the hopes of reducing such failures. In the short run, conscientious employers can reduce the stress associated with expatriate assignments if they understand the personal characteristics and organizational conditions associated with such stress. In the long run, finding ways to increase cross-cultural adjustment among expatriates and their families should reduce premature termination of the assignment and thereby improve the organization’s ability to achieve its goals (Black & Gregersen, 1990; Deshpande & Viswesvaran, 1992).

Because the costs associated with managing expatriates are both very high and easy to estimate, researchers have invested little effort in empirically documenting the relationship between the practices used to manage expatriates and organizational effectiveness. Nevertheless, some relevant evidence that focuses on the relationship between human resource management practices such as expatriate selection and training and premature expatriate return is beginning to accumulate (Tung, 1981; Teagarden & Gordon, 1995).

Opportunities for New Learning

With respect to the issue of legal compliance, we found few common threads running through the research literature on managing domestic and international diversity. On the other hand, the goal of improving individual and organizational performance is a unifying theme. Historically, this has been a dominant concern in the organizational research on intercultural adjustment and adaptation. More recently, research on domestic diversity has shifted to include this goal. Researchers in these two fields will have many opportunities to learn from each other. Here we suggest just a few areas for mutual exploration.

Managing Fairness in the Global Context

In an international setting, companies face the challenge of navigating through diverse legal systems and cultural milieus. Cultural values, embodied in customs and laws, dictate what is ‘fair’ and ‘right’ in the workplace (Schwartz, 1999). The magnitude of variation in what is considered fair is reflected in the differences in antidiscrimination laws worldwide. Corresponding to such differences in laws may be large differences in perceptions of fairness.

Recognizing cultural differences in perceptions of fairness is important because these are related directly to outcomes such as employee satisfaction and turnover in the domestic context (Korsgaard, Schweiger & Sapienza, 1995). Cultural differences in perceptions of fairness among expatriates and host nationals may be manifested in expatriate managers’ treatment of host national subordinates or vice versa, and have consequences for the success of the assignment.

Future organizational research could examine cultural antecedents of fairness perceptions. For instance, studies could address differences in perceptions of fairness among host country nationals and expatriates in relation to outcomes such as turnover among host nationals or premature expatriate return. Based on this research, organizational policies that account for cultural differences in perceptions of fairness and result in the fair treatment of employees in international settings can be formulated.

Managing Perceptions of Competence

Perceptions of competence also may affect success in international assignments. Research on bias and discrimination indicates that the negative outcomes experienced by minority group members often can be traced to majority members’ negative beliefs about the competence of minority group members. In the case of expatriates, the minority group members of interest are the expatriates, and the majority group members are the local host-country employees. By extension, it is reasonable to expect that outcomes for expatriates could be improved by adopting management practices aimed at reducing bias and prejudice among the host-country nationals. Research on cross-cultural adjustment has identified host nationals’ attitudes toward expatriates as a relevant predictor of expatriates’ cross-cultural adjustment (Cox & Tung, 1997; Florkowski & Fogel, 1995; Caligiuri & Tung, 1999).

Majority group members show less bias against members of minority groups when they have information that validates the minority members’ task-related competence. Conversely, minority group members show greater confidence in their ability to perform and succeed when they believe that task-related competencies were the primary consideration for selecting them to do the task (e.g., see Heilman, Lucas & Kaplow, 1990; Heilman, Rivero & Brett, 1991; Heilman, McCullough & Gilbert, 1996). Translating this to managing expatriates suggests that expatriates may be more likely to remain in and succeed at their international assignments to the extent that they believe they have the competencies required, and to the extent that host-country locals also believe the expatriate has the competencies required.

One way to establish confidence in an expatriate’s competence may be by making the process of expatriate selection more transparent. Although employers usually give considerable attention to task-related
competencies during the early phases of expatriate selection, expatriates and host-country employees may be completely unaware of the initial screening criteria. Consequently, host-country employees may assume that the expatriates’ experience with the task in other locations is only marginally relevant to performing the task in their specific location.

Other organizational practices, such as career development programs for ‘fast track’ employees, may further erode the confidence that host-country employees have in the expatriates’ abilities. Although career development and learning transfer are worthy objectives, in the minds of host nationals they take the focus away from the expatriate’s competence. The unintended consequence may be that both expatriates and their host-country colleagues assume that the expatriate is less qualified than he or she is and should be.

Future research could help organizations develop practices to address the host nationals’ attitudes towards expatriates. Such practices should include communications that ensure a clear understanding of the goals of the expatriate assignment among host national counterparts prior to the expatriate’s arrival in order to reduce misconceptions about the purpose of the assignment and demonstrate alignment between the objectives of headquarters and the subsidiary.

THEME II: FROM DOCUMENTING GROUP DIFFERENCES TO UNDERSTANDING THE INTERPERSONAL DYNAMICS THAT CREATE GROUP DIFFERENCES

The topic of diversity is of interest in part because people believe that group memberships shape our everyday experiences in meaningful and important ways. Two types of differences that have been studied frequently are employment-related outcomes and psychological characteristics. Among the employment outcomes studied have been pay levels, educational attainment, performance, and rates of promotion. Psychological characteristics of interest include skills, abilities, values, personality, and behavioral styles (cf. McGrath, Berdahl & Arrow, 1995).

Documenting Domestic Group Differences in Employment-Related Outcomes

In the United States, documentation of differences in employment-related outcomes followed naturally from the focus on legal compliance, described above. For the US courts, group differences in employment-related outcomes are considered sufficient evidence to suggest that illegal discrimination may be operating. Conversely, if outcomes are similar for members of different demographic groups, fair and equal treatment is presumed. In this context, documenting between-group differences in employment outcomes is a necessary first step that establishes whether there is a phenomenon worthy of further investigation.

Research examining group-based differences in employment outcomes for US workers is vast and impossible to review thoroughly here, so we offer only a few examples to illustrate the general pattern of findings.

Performance

Measures of employee performance serve as the backbone of personnel systems. If group differences in measured performance exist, these effects can be expected to reverberate throughout the span of employees’ careers.

Overall, group differences in subjective measures of performance appear to be small yet pervasive. Substantial evidence shows that the job performance of black employees is evaluated as slightly lower compared to white employees for both objective and subjective measures (Ford, Kraiger & Schechtman, 1986; Sackett & DuBois, 1991). Similar patterns have been found for other minority group members, including women and older employees.

Group differences in subjective ratings of performance are not fully explained by actual differences in performance (Arvey & Murphy, 1998). In a large study of military personnel, when peer ratings were used, women were rated lower than men, even when supervisors’ ratings revealed no performance differences (Pulakos, Schmitt & Chan, 1996). Regarding age, older workers sometimes receive lower ratings from supervisors, but paradoxically, objective measures of performance indicate that older workers are more productive than their younger colleagues (Waldman & Avolio, 1986).

Career Outcomes

 Whereas performance measures show relatively small group-based effects, indicators of career advancement and occupational success reveal larger differences in the outcomes experienced by various demographic of US employees. In general, women and members of most racial and ethnic minority groups advance more slowly in the organizational hierarchy and receive lower pay (Baron & Pfeffer, 1994; Morrison & Von Glinow, 1990; Powell & Butterfield, 1997; Ragins, Townsend & Mattis, 1998). An exception to the general pattern of lower attainment occurs for Asian Americans. For them, the picture is more complex. On the one hand, they generally attain higher levels of education and have higher incomes compared to European Americans.
and other racio-ethnic groups. On the other hand, compared to European Americans, Asian Americans receive lower returns on their educational attainments (Barringer, Takeuchi & Xenos, 1990; Duleep & Sanders, 1992; Friedman & Krackhardt, 1997; Tang, 1993), as do African American men (Klukegel, 1978; McGuire & Reskin, 1993; Smith, 1997).

For the few who make it to the top of the hierarchy, their experiences depend on who they are. For example, a study comparing men and women executives in comparable jobs within the same industry found that women had less authority, received fewer stock options, and had less international mobility (Lyness & Thompson, 1997). The routes that women take to get to the top may also differ from those of men, with successful women facing and overcoming more developmental barriers than successful men (Ibarra, 1997; Ohlott, Ruderman & McCauley, 1994).

**Documenting Domestic Group Differences in Psychological Characteristics**

Psychological differences refer to personal characteristics such as personalities, interests, values, and abilities. Certainly, there is evidence of group-based differences in these characteristics. Differences in achievement scores for members of various cultural groups (Ackerman & Humphreys, 1991), which are reflected in the stereotypes held by the American workforce (Fernandez, 1988), have been a topic of much concern and debate. Gender and ethnic differences in verbal and nonverbal communication and interpersonal styles are also well documented (Cox, Lobel & McLeod, 1991; Glass, 1992; Tannen, 1990, 1995), as are gender differences in leadership style (Eagly & Johnson, 1990) and influenceability (Eagly, 1983; Eagly & Carli, 1981; Carli, 1989), and age and cohort differences in work attitudes and values (Elder, 1974; Rhodes, 1983; Thernstrom, 1973; Work Attitudes, 1986).

Such group differences may help explain some differences in work-related outcomes. To illustrate, a recent review of research on sex differences in self-esteem showed that men have somewhat higher self-esteem than women, and that this effect is particularly strong in late adolescence (Kling, Hyde, Showers & Buswell, 1999). Similarly, males tend to evaluate themselves more positively than females (Deaux, 1976). Perhaps for this reason they also have higher expectations for the levels of pay they deserve (Jackson, Gardner & Sullivan, 1992). Gender-based differences in pay expectations, in turn, may translate into actual differences in income attainment.

Group-based differences do in fact exist, but the mere existence of such differences is not sufficient reason to conclude that actual differences in psychological characteristics are the sole explanation for differences in work outcomes. For example, Eagly, Makhijani and Klonsky (1992) found that women leaders are evaluated more negatively than their male counterparts even when they have equivalent qualifications. And, whereas data from several million US students indicates that cognitive ability differences between males and females are negligible (Hyde, Fennema & Lamon, 1990; Hyde & Linn, 1988), males are generally perceived as more intelligent than females (Wallston & O’Leary, 1981). Similarly, the evidence indicates that the deteriorating effects of age have little impact on intellectual capacity until the seventh decade of one’s life (Labouvie-Vief, 1989), yet managers appear to denigrate employees who are older than the norm for a particular job or position (Lawrence, 1988; see also Tsui, Xin & Egan, 1996) even if they are considerably younger than 70 years of age.

**Toward Understanding the Causes of Differential Outcomes**

Managers and researchers alike recognize that differences in the outcomes experienced by members of different groups can be created in different ways. Differences in outcomes may be due partly to differences in job qualifications and personal choices about work. But a full understanding of observed group-based differences in work outcomes requires understanding the interpersonal processes through which differential outcomes are created.

Jackson, May and Whitney (1995) developed a model that suggests more specifically how interpersonal processes may help explain the long-term consequences of diversity. As shown in Figure 11.1, Jackson et al.’s framework organizes constructs into four general categories that are linked as follows: aspects of diversity → mediating states and processes → short-term behavioral manifestations → longer-term consequences. They applied their model at three levels of analysis: individual, interpersonal, and team.

In Figure 11.1, short-term behavioral manifestations of diversity refer to observable phenomena, such as communications and the exercising of influence. Such behaviors are the most immediate determinants of longer-term consequences. Communications among team members are viewed as particularly important. Through their communications, employees manage information, tangible resources (e.g., equipment, tools, money), and human resources (e.g., skills, effort). To do so, they must exercise influence over each other. Influence communications, engaged in for the purpose of changing the attitudes, values, beliefs, and behaviors of others, are particularly potent, which is why they are highlighted in Jackson et al.’s model.
Figure 11.1  A general framework for understanding the dynamics of diversity. (© Susan E. Jackson. Used with permission.)
Observable behaviors are shaped by mediating states and processes, which describe the way people feel and think about themselves and each other. Included are feelings (e.g., attraction, discomfort, and admiration) as well as cognitive structures (e.g., mental models and stereotypes). Also included are social structures that reflect relationships between and among employees (e.g., status and power hierarchies).

The value of models such as the one shown in Figure 11.1 is that they suggest how the wide array of research findings related to diversity might be understood by focusing on a few fundamental phenomena. Here we attempt to illustrate this point by focusing on just three such phenomena: attraction, communication, and status.

**Attraction**

Regardless of the basis for identifying people as similar (members of an in-group) or dissimilar (members of an out-group), similarity and the attraction it creates shape how people behave toward each other. Loyalty and favoritism characterize interactions with similar, in-group members, while distrust and rivalry characterize interactions with dissimilar out-group members. The tendency to be attracted to and biased in favor of similar others is so pervasive that it operates even when people judge their similarity based on meaningless information (such as randomly determined group membership). Minimal and arbitrary categorizations lead people to rate members of their own group as more honest and cooperative. Not surprisingly, categorization as an in-group member also results in gaining more resources from other members of the group and in greater cooperation (Brewer; 1979; Kramer & Brewer, 1984; Tajfel, 1978).

A bias that favors similar others also appears to affect evaluations within organizations. Managers tend to rate subordinates who are the same gender more favorably and also report liking them more (Larwood & Blackmore, 1978; Tsui & O'Reilly, 1989). Similarity in age and job tenure also correlate with greater liking (Judge & Ferris, 1993).

**Communication**

Through communication behaviors, feelings can be translated into group-related differences in work outcomes. In general, communication networks are characterized by demographic homogeneity (Brass, 1984; Hoffman, 1985; Lincoln & Miller, 1979). For example, work-related communications between men and women are less frequent in units that are more diverse with respect to sex (South, Bonjean, Markham & Corder, 1982). Formal and informal meetings among peers and with immediate subordinates are lower in racially diverse groups (Hoffman, 1985). And age and tenure similarities between coworkers predicted levels of communication among project teams of engineers (Zenger & Lawrence, 1989).

Two categories of communication prevalent in organizations are task-related communication and relations-oriented communication. Through task-related communication, members of an organization seek, offer, and negotiate for work-related information and resources (Jackson et al., 1995). Each person’s access to information and resources, in turn, has important consequences for their performance as well as their ability to take advantage of personal and career-enhancing opportunities within the organization. Through relations-oriented communications, employees seek, offer, and receive social information and support. These in turn can facilitate (or hinder) a person’s ability to form meaningful friendships and cope effectively with the challenges of organizational life coping.

Communication networks can be valuable resources for advancing a career. Employees who have contact with people in positions of power can gain power themselves and are more likely to be promoted (Brass, 1984). Communication networks that bridge a person to other firms and professional associations contribute to income attainment above and beyond the effects of other indicators of human capital (Boxman, De Graaf & Flap, 1991). People at the center of communication networks control more information and resources than do others, and also enjoy more career-related opportunities and benefits than others who are less centrally located (e.g., see Ibarra & Andrews, 1993; Rice, 1993).

Although research on networks is still in its infancy, it seems probable that differences in communication patterns and networks account for some of the differences in work-related outcomes experienced by members of different groups (see Ibarra & Smith-Lovin, 1997). Communication networks make it possible for employees to translate their human capital into positive work outcomes. When seeking new jobs or promotions, a wide range of network contacts can facilitate the process of locating desirable job openings. Communication networks also shape the amount and type of feedback and advice employees receive regarding their daily performance and career opportunities (cf. Friedman, 1996; Friedman & Krackhardt, 1997). The importance of communication networks partly explains why many employers have organized and supported employee networking or caucus groups targeted to specific employee populations, such as females, Hispanic Americans, and gays and lesbians (e.g., see Friedman, 1996; Friedman, Kane & Cornfield, 1998; Sessa, 1992).

**Status**

Even in the flattest organizations, some employees enjoy more status than others. Status, in turn, gives people power to wield influence and thereby
determine resource allocation decisions. In the United States, decades of national opinion polls and psychological research on prejudice and discrimination show that the status attributed to individuals corresponds to their sex, age, and ethnicity (Jaffe, 1987; Johnston & Packer, 1987; Katz & Taylor, 1988; Kraly & Hirschman, 1990; *Chronicle of Higher Education*, 1992). Unfortunately, the workplace is not immune to these status attributions.

Status characteristics theory (SCT) specifies the processes through which evaluations of, and beliefs about the characteristics of team members become the basis of observable inequalities in face-to-face social interactions (Berger, Rosenholtz & Zelditch, 1980). Status characteristics can be specifically relevant to the task at hand (e.g., mathematical ability in a mathematical problem-solving group), or people may judge each other based on characteristics that have little to do with actual competence. According to SCT, differences in status characteristics create status hierarchies within groups. Sessa and Jackson (1995) referred to this as vertical differentiation. They argued that vertical differentiation helps explain why observed decision-making processes seldom fit an idealized, rational model. Due to status differences, available resources may not be identified and used during group decision making (Bottger & Yetton, 1988; Stasser & Titus, 1985).

The dysfunctional effects of status characteristics are likely to be greatest when low-status individuals have resources or expertise that the workgroup needs to perform their task, and high-status people do not. Compared to those with lower status, higher-status persons display more assertive nonverbal behaviors during communication: speak more often, criticize more, state more commands, and interrupt others more often; have more opportunity to exert influence, attempt to exert influence more, and actually are more influential (Levine & Moreland, 1990). Consequently, lower-status members participate less. Because the expertise of lower-status members is not fully used (Silver, Cohen & Crutchfield, 1994), status differences inhibit creativity and contribute to process losses (Steiner, 1972).

Status characteristics also create dissatisfaction and discomfort. Initially, group members behave more positively toward higher-status members (Ridgeway, 1982). Low-status team members often elicit negative responses from others and because of their low status they must absorb the negative reactions rather than respond and defend their positions (Ridgeway & Johnson, 1990).

In this section, we have provided a sampling of the research on three phenomena – attraction, communication, and status – that help explain some group-based differences in work outcomes for domestic US workers. Next we consider international differences and their consequences for interpersonal dynamics in organizations.

### Documenting International Differences in Values

‘Culture’ has been defined as the ‘human made part of the environment (that) includes both objective elements – tools, roads, appliances and subjective elements – categories, associations, beliefs, attitudes, norms, roles and values’ (Triandis, 1993: 111). Differences in values have received the most attention. Hofstede (1980, 1982, 1991) developed the most extensively cited typology for describing value differences. Based on a survey of employees of a single organization across 60 countries in different time periods, Hofstede ranked countries according to their placement on the cultural dimensions of power distance, uncertainty avoidance, individualism, and masculinity. Subsequently, Hofstede’s typology was extended to include a fifth dimension. Labeled Confucian dynamism, this dimension captures differences in the value attached to thrift, persistence, and a long-term time perspective (Hofstede & Bond, 1988). Research on international diversity has relied heavily on these rankings, which have since been validated in other organizational settings (Triandis, 1993).

More recently, using data from more than 40 countries, Schwartz (1999) identified seven cultural types by considering three value dimensions: conservatism versus autonomy, hierarchy versus egalitarianism, and harmony versus mastery over the environment. These dimensions relate to individuals’ relationships to the group/community as well as individuals’ relationships to the social context (Schwartz, 1999). A third conceptualization of cultural differences was proposed by Fiske (1992), who proposed four ‘modes’ of social relationships: communal sharing, authority ranking, equality matching, and market pricing. These four modes of social relationships influence individuals’ values and are manifested in individuals’ behaviors.

Research on international differences has shown that values predict behavioral outcomes such as communication, decision making, and leadership (Triandis, 1993). As in the domestic setting, however, the documentation of such international differences is of limited benefit to organizations. A deeper understanding of the interpersonal dynamics and behavioral outcomes affected by these differences is needed in order to develop organizational interventions that improve the outcomes of individual employees and those of the organization as a whole.

### Toward Understanding the Consequences of International Differences in Values

In organizations that aim at expanding business globally, multinational teams are a necessity and
their effective functioning is a primary concern (Snow, Davison, Snell & Hambrick, 1996). Thus, an understanding of how international diversity affects communication, decision making, and leadership dynamics in such teams should prove useful to global organizations.

Communication

In multicultural workgroups, knowledge transfer and information exchange are often key objectives, but cultural differences in communication behaviors can impede knowledge transfer. Cultural differences can arise in any of the five phases of communication: encoding, sending, receiving, decoding, and feedback (Gibson, 1999a; Triandis, 1989). For example, during encoding, cultural values (e.g., individualism or masculinity) may influence choices about the best source for a message, the message content, and the style of presentation. In cultures that emphasize collectivism rather than individualism, messages are more likely to refer to external sources of information, display empathy and emotions towards others in the group, and emphasize the collective entity rather than the individual (Hofstede, 1980; Gibson, 1999a). When received by colleagues whose values emphasize individualism, such messages may be less persuasive or have unintended consequences that create misunderstanding or inefficient knowledge transfer.

Team Decision-Making Processes

For teams involved in problem solving and decision making, international diversity creates challenges that are both similar to and distinct from those created by domestic diversity. Ilgen and his colleagues proposed that a team’s cultural composition influences three aspects of decision making: the definition of the problem, the sharing of information, and conflict or consensus (Ilgen, LePine & Hollenbeck, 1999). Others have suggested that in-group–outgroup identification based on nationality or culture may be related to conflict and formation of cliques, and ineffective information sharing (Armstrong & Cole, 1996). Earley and Mossakowski (2000) found that international diversity can be detrimental to team functioning early in the life of a team. However, given enough time, very diverse multinational teams in which there is no opportunity for nationality-based cliques to form can overcome these problems and outperform more homogeneous teams in the long run.

Leadership

Ultimately, the challenge of dealing with cultural differences in communication and decision making rests with leaders who manage and provide direction to groups characterized by international diversity. The GLOBE Project, a recent large-scale study of leadership, suggests that some attributes of effective leaders are culturally unique, while others are universal (Hartog, House, Hanges, Dorfman & Ruiz-Quintanilla, 2000). Research also indicates that the cultural orientations of followers can influence what effect a leadership style has on performance and motivation (Jung & Avolio, 1999). Thus, in culturally diverse groups, effective leadership is particularly challenging.

Studies such as those described above point to the salience of cultural differences as determinants of interpersonal dynamics within workgroups. Clearly, additional research could prove beneficial for improving our understanding of these processes and for suggesting organizational practices to enhance the effectiveness of culturally diverse workgroups.

THEME III: FROM FOCUSING ON A SINGLE ATTRIBUTE TO STUDYING ATTRIBUTE PROFILES

As already noted, early diversity research often focused on documenting differences between demographically defined groups. These early studies usually focused on only one attribute (e.g., men compared to women or African Americans compared to European Americans). Then came studies that examined subgroups created by considering two attributes at a time (e.g., African-American men compared to European-American men). Similarly, early cross-cultural studies generally focused on a single attribute–nationality. Recent work recognizes that identities are more complex. To fully describe a person requires assessing an entire profile of attributes.

The Content of Diversity

In everyday language, the term diversity is widely used within the United States, and increasingly within Europe, to refer to the gender, ethnic, and age composition of an organization’s workforce. More recently, the meaning of diversity has broadened to include many other attributes. Because the term diversity can refer to so many different aspects of workforce composition, it is useful to organize the types of diversity found in organizations into the simple two-dimensional taxonomy shown in Table 11.1. In this taxonomy, the attributes that create diversity are categorized as readily detected or underlying, and as either task-related or relationship-oriented (Jackson et al., 1995). Together, readily detected and underlying attributes contribute to the total diversity present in a team. To fully understand how diversity affects the functioning of organizations, the interpersonal dynamics associated with task-related diversity and relationship-oriented diversity must be considered.
Readily detected attributes can be determined quickly and consensually with only brief exposure to or a little knowledge about the person. Attributes that can be readily detected include organizational and team tenure, department or unit membership, formal credentials and education level, sex, race, ethnicity, and age. Underlying attributes are less obvious, more difficult to verify, and subject to more interpretation and construal. Furthermore, some attributes may be particularly relevant to work tasks, while others are important primarily because they affect the social relationships within an organization. Some attributes are more often task relevant than others. However, all attributes are potentially relevant to a specific task situation. Whether or not a particular attribute is actually relevant to the task at hand depends completely on the task.

Researchers have often assumed that readily detected attributes are associated with task-related underlying attributes (Hambrick & Mason, 1984; Lawrence, 1997). For example, an automotive design team that is occupationally diverse (e.g., it includes a purchasing manager, a market researcher, an R&D engineer and a foreman from the manufacturing plant) would be expected to make better design decisions than a more homogeneous team because of the diversity of task-relevant knowledge, skills, and abilities they presumably would bring to the task. Regarding relationship-oriented attributes, a common assumption is that readily-detected indicators of race (e.g., skin, hair, and facial features) are highly correlated with racial identities. Similarly, physical indicators of a person’s sex are assumed to be highly correlated with gender identity. A more nuanced understanding recognizes that identities are socially constructed and malleable (e.g., Frable, 1997; Nkomo, 1992, 1995; Helms, 1990; Hogg & Terry, 2000). Although some readily detected attributes are empirically correlated with some underlying attributes, the correlations are far less than one.

Managers often assume that task-related attributes are powerful determinants of behavior and outcomes in organizations and that relationship-oriented attributes play only a minor role. As described above, however, relationship-oriented attributes shape behavior even when they are not associated with task-related attributes. Relationship-oriented attributes trigger stereotypes that influence the way people think and feel about themselves and others, what information is attended to, who talks to whom, and who has the most influence in decision-making processes.

Whereas managers may tend to overestimate the importance of task-related attributes, organizational researchers may tend to overestimate the importance of underlying attributes. Many researchers have used readily detected attributes to assess diversity, but they do so with apologies, noting that convenience and economic considerations are the primary reasons for assessing these attributes rather than the underlying attributes with which they are presumably correlated (Hambrick & Mason, 1984). Consistent with the reasoning that underlying attributes are the more important determinants of behavior, Lawrence (1997) chastized organizational researchers for studying readily detected attributes and failing to assess underlying attributes. While this criticism is valid, it would be a mistake to assume that readily detected attributes are useful

<table>
<thead>
<tr>
<th>Attributes that are more likely to be</th>
<th>Attributes that are more likely to be</th>
</tr>
</thead>
<tbody>
<tr>
<td>task-related</td>
<td>relationship-oriented</td>
</tr>
<tr>
<td>Readily detected attributes</td>
<td></td>
</tr>
<tr>
<td>Department/unit membership</td>
<td>Sex</td>
</tr>
<tr>
<td>Organizational tenure</td>
<td>Socioeconomic status</td>
</tr>
<tr>
<td>Formal credentials and titles</td>
<td>Age</td>
</tr>
<tr>
<td>Education level</td>
<td>Race</td>
</tr>
<tr>
<td>Memberships in professional associations</td>
<td>Ethnicity</td>
</tr>
<tr>
<td>Underlying attributes</td>
<td>Religion</td>
</tr>
<tr>
<td>Knowledge and expertise</td>
<td>Nationality</td>
</tr>
<tr>
<td>Cognitive skills and abilities</td>
<td>Sexual orientation</td>
</tr>
<tr>
<td>Physical skills and abilities</td>
<td>Gender</td>
</tr>
</tbody>
</table>

The examples shown are illustrative, not exhaustive. Adapted from Jackson et al. (1995), with permission.
merely as convenient, imperfect indicators of underlying attributes. Rather, to fully understand diversity and its consequences, it may be necessary to assess and study all categories of attributes shown in Table 11.1.

Attribute Profiles

The need to assess more than one or two attributes in any particular study is widely recognized, and many studies of domestic diversity measure at least several readily detected attributes. However, when analyzing their data, researchers usually consider each attribute independently. For example, in a study of mentoring relationships, Ragins and Scandura (1997) measured several attributes, but they focused on the effects of gender alone; the other measured attributes were used as control variables.

Researchers seldom consider the consequences of different combinations of attributes. The one major exception to this generalization is research that considers the combined effects of race or ethnicity and sex. When race and sex are studied in combination, one of two approaches is typically used. One approach involves grouping the study participants into discrete categories (e.g., black men, white men, black women, and white women) and then studying each category separately. A second approach uses statistical procedures to test for significant race × sex interactions. A study that examined affirmative action attitudes illustrates the potential value of assessing several attribute dimensions and examining interactions among them (Thomas, Williams, Perkins & Barosso, 1997). In addition to self-reported race and gender, Thomas et al., measured ethnic identity. Their results revealed that ethnic identity moderated the relationship between race and affirmative action attitudes. Their results seemed to indicate that gender played no role in predicting affirmative action attitudes. A profile approach was also used by Friedman and Krackhardt (1997) in a study of career mobility among Asian Americans. Their results showed that profiles of ethnicity and education attributes (measured as interaction terms) predicted employees’ locations within communication networks and their supervisors’ ratings of career mobility. In another recent study, Jehn, Northcraft and Neale (1999) found that task-related diversity interacted with relations-oriented diversity to affect team performance and efficiency.

Surprisingly, however, in all of the studies just cited, the authors limited their analyses to two-way interactions rather than considering all possible profiles of attributes. There are two plausible explanations for the dearth of research using attribute profiles. An abundance of technical problems associated with data analysis and interpretation is one reason. A lack of adequate theory to guide the research is another reason. Many of the technical problems that would arise if researchers used attribute profiles are due to problems of measurement and statistical power. These practical considerations are not trivial. However, given sufficiently interesting questions, resourceful researchers would undoubtedly find satisfactory ways to address such problems. We believe that lack of adequate theorizing has been the more significant barrier to more sophisticated profile analysis.

This state of affairs may change soon, due in part to a recent theoretical paper describing the potential importance of demographic ‘faultlines.’ Lau and Murnighan (1998) argue that the array of attributes across members of a group determine the strength of faultlines within the group. Strong faultlines occur when attributes are aligned in a way that creates natural coalitions. As an extreme example, a group would have a strong faultline if it were composed of two 50-year-old European-American salesmen and two 30-year-old Asian-American female marketeers. Faultlines would be much weaker if the attributes in the group were cross-cutting (see Brewer, 1995) so that task-related and relationship-oriented attributes were not aligned. Lau and Murnighan (1998) argue that faultlines affect groups in a variety of ways. For example, they may increase the probability that stable cliques or subgroups will form and become polarized. The presence of polarized subgroups, in turn, may shorten the sensemaking processes that groups engage in.

Attribute profiles have also been suggested as important determinants of employee stress. Sociologists have argued that stress is created by status inconsistencies across one’s array of personal attributes (Bacharach & Bamberger, 1992). For example, Jackson (1962) found that stress symptoms were higher among people who were members of high-status (majority) racial groups but had low educational and occupational status. Due to the stress they create, status inconsistencies within one’s attribute profile may also predict dissatisfaction, organizational withdrawal, and performance (Bacharach & Bamberger, 1992; Holmes & Butler, 1987).

Finally, recent research on the emergence of leaders points to the value of considering attribute profiles. Numerous studies of leadership behavior suggest that in mixed gender groups, men tend to emerge as leaders more often than women. Critics of this line of research note that the tasks used in leadership research often are relatively masculine. Thus, the typical research design inadvertently favored the males because, in effect, males were more likely to have the task-related knowledge and expertise needed to assume a leadership role. In an experiment designed to test this reasoning, Karakowsky and Siegel (1999) found support for the conclusion that leadership behaviors are best predicted by taking into account a person’s profile.
of relationship-oriented (sex and gender) and task-related (knowledge) attributes.

From Single Attributes to Attribute Profiles in the International Context

Earlier in the chapter, we summarized research on cross-national differences in employee values and behavior. Here we attempt to extend the theme of understanding attribute profiles to international diversity research. Because the existing research on international diversity seldom fits with this theme, we focus on outlining directions for future research.

The Content of International Diversity

As in the case of domestic diversity, international diversity may be viewed as encompassing both readily detected and underlying attributes. Nationality is readily detected, while cultural values represent underlying attributes. Researchers have often assumed that nationality is strongly correlated with cultural values (Gibson, 1999b; Jung & Avolio, 1999; Kirkman & Shapiro, 1997). This assumption is easily justified, given the results of past research by scholars such as Hofstede, Schwartz, and Fiske, which was summarized above. However, when nationality is treated as the attribute of interest, the complexity of national differences is often ignored. For example, consider a study designed to examine the role of individualism within groups. Because individualism is known to be lower in Asian countries and higher in the United States, the researchers compared Caucasian and Asian students. They interpreted their findings as supporting the important role of individualism. But the Caucasian and Asian students almost certainly differed on other values, other behavioral styles, and so on. Because nationality was the only attribute measured, however, the role of specific underlying attributes that tend to be related to nationality could not be assessed.

Attribute Profiles

Research using attribute profiles is rare in the domestic context, but it is virtually nonexistent in the international context. Yet, research on cultural differences makes it clear that nationality is only a weak indicator of underlying values. Furthermore, it is likely that other readily detected attributes, such as age and religion, combine with nationality in important ways to influence individual and group behavior. For example, in a multinational team, the experiences of lower-status Japanese females are likely to differ substantially from those of higher-status Japanese males. To assume that all Japanese team members have similar attitudes and engage in similar behaviors is too simplistic to enable a full appreciation of how intercultural diversity will affect the workgroup. Indirect evidence for attribute profiles may be found in research on female expatriates that indicates that high-ranking married female expatriates may face fewer challenges in overseas locations (Caligiuri, Joshi & Lazarova, 1999).

Researchers who wish to consider attribute profiles in their studies of international diversity face challenges similar to those faced in domestic diversity research. Apart from methodological constraints (such as small sample sizes), the lack of adequate theory building is a theme that parallels research in a domestic context. Considerable effort and ingenuity will be needed to close these theoretical and methodological gaps.

Theme IV: From Viewing Diversity as Generic to Studying Diversity in Context

The proliferation of research on diversity in recent years has made one fact increasingly clear: the dynamics of diversity are difficult to specify. The observed effects sometimes vary markedly from one study to the next. Even where a general pattern of findings is established, studies that don’t support that pattern usually can be found in the published literature. As a consequence of the great variation in effects found across studies, researchers cannot be certain that they understand phenomena well enough to justify making prescriptive statements about how to effectively manage diversity.

As research on diversity moved out of laboratory settings and into organizations, it became painfully obvious that diversity’s consequences are shaped in part by subtle features of the task, the group or team context, by the larger organizational context, and even by the changing societal context. For example, after reviewing evidence regarding the relationship between group composition and performance, Jackson (1992b) concluded that diversity appears to be beneficial to performance on tasks that require creativity and judgment, but it was less clear that diversity is beneficial for routine tasks that required maximum speed. Several studies also suggest that team longevity plays an important role. For example, Harrison, Price, and Bell (1998) found that the effects of readily detected attributes (i.e., race, gender etc.) are “neutralized” over a period of time. Pelled et al. (1999) also found that the effects of demographic attributes diminished over time as people worked together in a team. Many more years of research will be needed to achieve a good understanding of how context shapes diversity’s consequences. The fastest progress is likely to occur regarding the group- or team-level effects, as this is already an active topic of research.
Groups and Teams as Context in Domestic Diversity Research

To this point, our discussion has focused on issues related to how people from different backgrounds respond to each other, and the consequences that such intergroup dynamics have for individuals and organizations. In much of this research, the social unit studied has been the dyad, such as a supervisor and subordinate or two peers. For dyads, similarities and differences appear to drive the dynamics of interaction (see Theme II). Somewhat surprisingly, however, perceptions of similarity and difference are not easy to predict. Similarity and difference are relative, not absolute, and their meaning is construed within a larger social context (Chatman, Polzer, Barsade & Neale, 1998; Ely, 1995).

Many different configurations of attributes can be present in a team, and demographic configurations can be powerful determinants of self and other perceptions, feelings about the group as well as communication and influence processes. The dynamics within a team that is completely homogeneous can be quite different from those within a team that is nearly homogeneous but includes a ‘token’ or ‘solo’ member (see Kanter, 1977). The experiences of a solo member can be quite different from the experiences of members of a small minority faction (i.e., two members who are similar to each other but distinctly different from the other members of a team). Finally, the members of a small faction will have different experiences than members of a faction within a completely bipolarized team made up of two equal-size coalitions.

The amount and nature of team diversity appear to be especially important to understanding conflict. Blalock (1967) argued that an increase in the proportionate size of a minority faction threatens the majority faction’s power and access to scarce resources. The result is increased competition between the factions, and increased discrimination by the majority against the minority, at least up to a point. When the minority faction reaches a sufficient size, however, they are able to effectively combat such behavior, which lessens its effects (e.g., see Tolbert, Andrews & Simons, 1995).

Two widely recognized types of conflicts that arise in teams are relationship conflicts and task conflicts. Relationship conflicts can arise because team members have differing values (Jehn, 1994; Pelled, 1996) or simply because team members rely on readily detected attributes to define others as members of an in-group or out-group (cf. Pelled, 1996). Regardless of the source of relationship conflicts, they often result in negative outcomes such as absenteeism, turnover, low satisfaction and commitment, and poor performance (Baron, 1991; Jehn, 1995; Jehn, Chadwick & Thatcher, 1997; Thatcher, 1999). Task conflict involves disagreements that are directly related to performing the task. Presumably, teams characterized by task-related diversity experience more task-related conflict (Pelled, 1996). Such conflict appears to improve performance when team members understand how to manage it effectively (Bottger & Yetton, 1988; Jehn, 1997). In a study of 57 top management teams, for example, task-related diversity was beneficial to company performance for teams that also engaged in vigorous debate, but diversity without debate was of little value (Simons, Pelled & Smith, 1999).

The evolving consensus among researchers who study conflict is that the types and amounts of diversity present in a team create a context within which conflict about relationships and the task unfold. Similar conclusions about diversity-as-context have been voiced by researchers studying other group phenomena. For example, a study of leadership behaviors in mixed gender groups found that being in the minority in terms of gender does not have the expected negative consequences for people who are in the majority in terms of task-related attributes (Karakowsky & Siegel, 1999). In other words, task-related diversity provides a context that shapes the effects of relations-oriented diversity. As another example, a study of social influence within top management teams suggests that the diversity context moderates the extent to which executives are likely to change each other’s beliefs about the determinants of success in their business (Chattopadhyay, Glick, Miller & Huber, 1999).

The studies discussed so far in this section have focused on the relationship between diversity and teams’ functioning from an internal perspective. An internal perspective implies that team characteristics (e.g., team composition, team task) are the major determinants of team experiences and outcomes. In contrast, an external perspective suggests that a team’s relationships with other units within the organization are also significant predictors of team outcomes (Ancona & Caldwell, 1992). Teams that engage in effective boundary spanning behavior perform better and are viewed as more successful in the organization (Ancona & Caldwell, 1992; Gladstein, 1984). Ancona and Caldwell (1998) have argued that task-related diversity (i.e., tenure and function) influences team members’ relationships outside the team. A similar argument may be made to incorporate relations-oriented diversity (i.e., race, age, gender). For example, Jackson (1992a) suggested that top management teams may be better able to persuade their constituents of the wisdom of their decisions if the team’s demographic profile is similar to that of their constituents.

The Societal Context in Domestic Diversity Research

It is within the context of society that individuals are socialized to exhibit behaviors ‘appropriate’ to
their membership in demographic groups, and it is within this context that individuals first learn to respond differentially to members of different demographic groups (see Maccoby & Jacklin, 1974; Jacklin, 1989). In addition, events in society – including new legislation, local politics, and nationally organized demonstrations – can stimulate changes in intergroup relations in the workplace (see Alderfer, 1992; Sessa, 1992).

The consequences of gradual societal changes can be profound. For example, the identity preferences of African-American children have changed substantially during the past several decades (Cross, 1991). During the 1940s and 1950s, African-American children generally showed a preference for a white identity. During the 1960s, social activists invested heavily in efforts to change the negative connotations of black identity, and these efforts proved to be effective. By the 1970s, African-American children showed a preference for a black identity. The children of the 1960s are the employees of the present, and the ethnic identities they developed as children are now shaping organizations in ways that contrast sharply with earlier generations. The historical shifts that occur within societies mean it can be risky to assume that results from the past generalize to the future.

Intergroup conflict and power struggles that occur at the societal level also shape the consequences of diversity within organizations. For example, in Northern Ireland and Quebec, opposing groups have been struggling for years over fundamental governance issues. These societal-level political struggles constrain the conversations and formation of relationships among neighbors and business partners alike (Pettigrew, 1998). To date, however, domestic diversity research has paid very little attention to the role that societal context plays in shaping the dynamics of diversity. The role of societal context has traditionally received greater attention in studies of international diversity. On the other hand, team contexts remain relatively ignored in this literature.

**Groups and Teams as Context in International Diversity Research**

With technological advances and organizational compulsions to deliver high-quality products within limited time frames, multinational, geographically dispersed team emerged (DeMeyer, 1991; Snow et al., 1996). How do multinational teams overcome linguistic, cultural, and often geographic barriers to form a team-level identity and function effectively? Armstrong and Cole (1996) found that in multinational dispersed teams, members tended to identify primarily with people who they met face to face and with whom they regularly communicated. Team members would not consider others located in remote sites, who they did not interact with regularly, as part of the same team. This led to strong subgroup identities and weak team-level identities. With regard to leadership, DeMeyer (1991) notes that, in an international context, team leaders must be able to integrate external information and translate it to the teams’ needs. DeMeyer’s (1991) research on international R&D labs indicates that the team leader may need to play the role of ‘information gatekeeper’ and monitor external information while facilitating information exchange within the team. These studies provide some indication of the challenges associated with a multinational team context.

**Organizational Context**

Approaches to globalization are dictated by the nature of the market, products and technology, and industry (Schuler, Dowling & DeCieri, 1993). In their efforts to exercise control over subsidiaries, ethnocentric companies rely on expatriates for staffing their operations overseas. In these companies international diversity in the subsidiary consists of two predominant national/cultural groups – the home-country nationals and the host-country nationals. As already explained, this bimodal distribution may set the stage for significant conflict to arise. By comparison, polycentric companies with decentralized worldwide operations may face relatively fewer challenges arising out of international diversity, because the workforces in its subsidiaries will be mostly host-country nationals. In geocentric companies, which employ the best talent available regardless of where it may be located, workgroups include home-country, host-country, and/or third-country nationals. Consistent with the findings of Earley and Mosakowski, the diversity found within these groups may be less likely to result in conflict and more likely to enhance performance. Thus, organizational approaches to globalization, reflected in staffing policies, are illustrative of the role that organizational context can play in shaping the consequences of international diversity.

**Societal Context in International Diversity Research**

Because societal context is so important for understanding international diversity, the question of whether research findings from one domestic setting (mostly US) generalize to other societal contexts must be raised (e.g., see Triandis, 1992). Undoubtedly, some findings generalize across cultures (the etic perspective) and other findings hold only within particular cultures (the emic perspective) (Pike, 1966; Brett, Tinsley, Janssens, Barsness & Lytle, 1999).
While researchers have argued over the relevance of each of these perspectives (etic versus emic) to international or cross-cultural research, recent advances in the field demonstrate a reconciliation between these two views (Triandis, 1993; Brett et al., 1999; Earley & Randel, 1996). For example, from the etic perspective, it may be possible to conclude that both task- and relationship-oriented diversity create conflict within teams. However, an emic perspective may be needed to predict which types of relationship-oriented diversity (e.g., ethnicity or religion or age) are more likely to provoke in-group–out-group dynamics.

**THEME V: FROM OFFERING TRAINING TO CREATING ORGANIZATIONAL CHANGE**

As US workplaces evolved from relatively homogeneous to more heterogeneous, managers paid little attention to the implications of increasing diversity. Affirmative action initiatives focused attention on bringing diversity into organizations but provided little guidance about how to manage more diverse organizations. Mergers, acquisitions, and the restructuring of work around teams also proceeded without much concern for how diversity impacts human relations in an organization. After 20 years of gradually increasing diversity, it is perhaps not surprising that during the 1990s the US saw explosive growth in the number of consultants offering assistance to organizations interested in ‘managing diversity.’

**Training for Diversity in a Domestic Context: Changing Attitudes and Behaviors**

Many of the interventions offered by consultants and adopted by organizations focus on individual ‘awareness’ training. A typical program would be conducted over the course of one or two days. Among the activities would be information sharing intended to educate employees about the array of differences present in the workplace (e.g., see Alderfer, 1992). Some organizations supplemented formal training sessions with informal learning opportunities such as a Black History Month or a Gay and Lesbian Pride Week and using the time to focus on a group’s history and cultural traditions. The hope was that raising awareness about differences would lead to attitudinal and behavior changes. Although there is scant research on the effectiveness of such awareness programs, the general consensus is that awareness programs alone do little to create positive change and may even lead to the deterioration of intergroup relations (Nemetz & Christensen, 1996).

Another approach to diversity training focuses more specifically on developing the behavioral competencies needed to work effectively in organizations characterized by diversity. Cox, for example, identified seven competencies that he felt were essential for anyone responsible for leading diverse groups (see Cox & Tung, 1997, for a description). Changing intergroup behaviors and developing interpersonal skills in general undoubtedly help to improve the climate within diverse workplaces (e.g., see Alderfer, 1992; Sessa, 1992). But, like awareness training, used alone such interventions can only begin to create fundamental changes in organizational systems and processes.

**Towards an Organizational Change Perspective**

For established organizations that evolved during an era when the workforce was relatively homogeneous, truly fundamental changes may be necessary to create an organization that effectively leverages the talents of a more diverse workforce. In his classic post World War II treatise, Allport (1954) hypothesized that the following conditions were necessary in order for intergroup contact to lead to reduced prejudice: equal group status within the situation (i.e., the work setting), active striving toward a common goal that requires interdependent cooperation, and explicit social sanctions supporting the development of intergroup relationships. When members of different social groups interact in settings that meet these conditions, attitudes toward outgroup members improve significantly (for a comprehensive review, see Pettigrew, 1998).

Allport’s condition of a common goal that requires interdependent cooperation should be met in any organizational setting where people of different backgrounds work together toward shared objectives. This condition is met at least minimally by most organizations. Allport’s other conditions for positive intergroup relations are less likely to be satisfied without intentional intervention. In organizational settings, efforts to create equal group status may include using group membership as a criterion when assigning people to powerful committees and taskforces. Following a merger, this tactic might be used to ensure that the two companies have equal representation in the new top management team (Schweiger, Ridley & Marini, 1992). When demographic differences are the concern, this tactic can be used to ensure that members of minority groups are included on advisory boards, as interviewers during the hiring process, and as members of committees involved in promotion and compensation decisions (e.g., see Alderfer, 1992).

The most problematic of Allport’s conditions is the presence of social sanctions that support positive intergroup relations. Often, perhaps because
diversity initiatives can be so threatening to members of a powerful majority, organizations create diversity programs but do not mandate full participation. According to a study involving several hundred organizations, the success of diversity interventions is greater when supporting sanctions are in place. Requiring managers to attend training programs and tying compensation and other rewards to success in meeting goals for recruiting, hiring, developing, and promoting people from diverse backgrounds is associated with greater success for diversity interventions (Rynes & Rosen, 1995).

Based on his review of research designed to test Allport’s intergroup contact theory, Pettigrew concluded that intergroup contact improves attitudes to the extent that it engages four processes. One key process is learning about the other group. A variety of cognitive processes make inaccurate stereotypes resistant to change. Nevertheless, when people have sufficient disconfirming evidence, inaccurate stereotypes can be modified (Stephan & Stephan, 1984; Triandis, 1994). Learning about the other group is usually the objective of diversity awareness training. Thus, Pettigrew’s analysis supports the use of awareness training. But it also makes clear that such training alone is not sufficient.

A second key process is behavioral change. Engaging repeatedly in a positive behavior with members of an out-group can lead to attitude change (Aronson & Patnoe, 1997). Structural interventions may be needed to encourage repeated positive interactions with members of another group. For example, if supervisors seem reluctant to hire people from particular backgrounds, the company might sponsor student internship programs that offer low-risk opportunities for employees and potential new hires from different backgrounds to interact. Pacific Bell used this approach to increase the proportion of Hispanic Americans in its workforce. Summer interns were considered a valuable resource for managers, so highly qualified Hispanic students were recruited for internship assignments. Managers were responsible for coaching and mentoring the interns, in addition to providing them with challenging work. Students evaluated their experiences at the end of the summer, and these evaluations were used in future years to determine which managers were assigned interns (Roberson & Gutierrez, 1992).

A third key process is creating positive emotions associated with the out-group. For example, the positive feelings associated with a close friendship with an individual member of an out-group are likely to generalize to the entire group (Pettigrew, 1997). The value of personal friendships may survive even if the parties involved never develop a close personal tie, but informal mentoring relationships depend on the development of a positive personal relationship to sustain them.

Finally, Pettigrew (1998) argues that change is facilitated when people gain new insight about their own in-group and come to understand that the in-group’s norms and customs represent one of many possible approaches. At Digital, Core Groups provided opportunities for people to develop such insight. In Core Groups, people from different backgrounds discussed a wide range of issues related to intergroup relations. According to Walker and Hanson (1992), the true dialog that occurred in Core Group conversations helped people learn more about themselves as a natural part of learning about others.

Allport’s early theorizing about conditions that support positive intergroup relations, and the subsequent research summarized by Pettigrew, provide several guiding principles to consider when designing diversity initiatives. Unfortunately, these principles have not, to date, been used as guidelines for designing organizational approaches to improving diversity management. To the extent an organization’s management practices create all of the conditions required for positive intergroup relations to develop within a diverse organization, employee commitment to the organization and productivity should both be enhanced.

From Training to Organizational Change in the International Context

Training interventions for employees being sent abroad generally attempt to prepare the individual to adapt to a specific cultural context (Dowling, Welch & Schuler, 1999). However, as organizations have become increasingly diverse, some organizations have realized that internationalization exposes employees to the more complex challenge of working with a variety of cultures simultaneously. This challenge is faced by domestic managers and expatriates alike. Recognition of this challenge is manifested in organization-wide training initiatives that address the specific needs of everyone in the organization (Schneider & Barsoux, 1997).

Based on an extensive review, Dinges (1983) proposed a set of behavioral competencies needed for effective intercultural performance: information processes in cross-cultural situations, ability to learn in intercultural contexts, interpersonal communication styles, ability to tolerate stress, ability to maintain mutually rewarding relationships, motivation, positive reinforcements, and an emphasis of personal growth and development. More recently, Schneider and Barsoux (1997) compiled a similar
Such competency models may serve as additional guidelines for design of training interventions within internationally diverse organizations.

Regardless of whether training addresses domestic or international diversity, organizations generally seem to favor individual training. But this approach may give too little weight to the powerful social dynamics that arise within natural work units, which increasingly emphasize teamwork. Future interventions might shift the focus of training to the team level. Training teams to manage and leverage their own diversity may prove more effective than training individuals. Similarly, training for the entire work unit that is affected by the arrival of an expatriate may prove more effective than individual training for the expatriate.

Four alternative approaches to training employees for work in international contexts are shown in Figure 11.2. Training interventions such as these may help the people involved meet short-term goals for successful intercultural contact. However, for an organization to develop a sustainable capability, large-scale organizational change and development efforts will be necessary.

For example, Fiat, an Italian automobile company, undertook organization-wide programs that included the reevaluation of international positions as well as organizational culture change. Their approach moved beyond the use of a single HR intervention—such as new staffing techniques or a training program—to include a systematic, large-scale change and development effort (Schneider & Barsoux, 1997). This more holistic approach is very similar to those now being used by US companies as they struggle to more effectively manage domestic diversity.

<table>
<thead>
<tr>
<th>Single culture</th>
<th>Individual training</th>
<th>Team training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training regarding host country’s culture, laws and language geared for specific overseas assignment</td>
<td>Training modules that involve both parent country as well as host country nationals in mutual exploration of each other’s culture, laws and language</td>
</tr>
<tr>
<td>Multiple cultures</td>
<td>Training programs aimed at developing global manager’s generic intercultural competencies (e.g., interpersonal communication skills, ability to tolerate stress, emphasis on personal growth, sense of humor)</td>
<td>Training global, dispersed teams to develop common protocol for communication across distances using electronic mail, videoconferencing and voice messaging facilities Team-based training modules that are designed to facilitate face-to-face interaction among team members Socialization of new team members to multicultural context Long-term training aimed at developing team identity Leadership training designed specifically for multicultural context</td>
</tr>
</tbody>
</table>

Figure 11.2  Approaches to training employees for work in international contexts

Within the United States, the topic of diversity is rooted in a long history of interest in workplace discrimination. From those roots has grown a large body of literature that informs our current understanding of how domestic diversity affects individual employees and how it affects their relationships with others in the organization. More recently, managers and researchers alike have begun asking whether there is any empirical link between domestic workforce diversity and organizational performance. At the same time that research on domestic diversity has been evolving, there has been a growing interest in understanding and managing international diversity. Historically, research in this field often focused on issues related to cross-cultural adaptation and adjustment among employees sent to foreign locations. As business globalization takes hold, however, both managers and researchers are beginning to see that the challenges of cross-cultural sojourning are no longer limited to addressing the needs of expatriates. Instead, globalization means that employees throughout the entire organization are working among a set of colleagues and customers who are internationally diverse. Thus, for organizations all around the world, it has become increasingly important to manage international diversity effectively.

Given the nature of modern organizations, the reality is that many employers will find it difficult and perhaps meaningless to separate the challenges of managing domestic diversity and managing international diversity. Both occur simultaneously,
and both must be understood and effectively managed. In this chapter, we have attempted to illustrate how research studies in these two distinct literatures – one dealing with issues of domestic diversity, mostly within US organizations, and the other dealing with international diversity, mostly within the context of managing expatriates – can benefit from each other. There are some parallels in the types of research questions being asked within each literature, but there also are many differences. Just as differences between individual employees create opportunities for the development of new ideas and learning, we believe that the differences between these two streams of research create opportunities for innovation and the mutual advancement of work in both fields. We hope this chapter helps stimulate the cross-fertilization of ideas and the development of new collaborative projects.

NOTES

1 Elsewhere, a similar distinction has been referred to as instrumental and social exchanges (Elsass & Graves, 1997).

2 Other authors have suggested similar taxonomies. For comparisons, see Milliken and Martins (1996), Pelled (1996), Tsui and Gutek (1999).
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The early days of work and organizational psychology were dominated by practical applications (Dunnette, 1976). Consequently, arriving at work late (Motley, 1926), being absent from work (Kornhauser & Sharp, 1932), and quitting work (Bezanson & Schoenfeld, 1925) were some of the first phenomena studied by work psychologists. Although these so-called work withdrawal behaviors have a long history of research prompted by their potential for cost and disruption, they have not until fairly recently profited from the kind of theoretical development that they deserve.

The labeling of lateness, absence, and turnover as withdrawal behaviors possibly originated with Hill and Trist’s (1953, 1955) influential studies of accidents, absence, and turnover in a steel mill. The essential problem with the withdrawal label is that it connotes a single cause or motive to behaviors that are surely complexly determined. As such, the notion of withdrawal has exerted influence on research in this area well beyond its empirical basis.

Nevertheless, as a convention I will use the generic label withdrawal behaviors to refer to lateness, absence, and turnover and the term withdrawal model to refer to a model that posits attitudinal causes for the behaviors.

Given space restrictions, it is impossible to review the vast literature on withdrawal spanning antecedents, processes, outcomes, management, and methodology. Rather, I restrict myself to defining the behaviors, discussing their essential similarities, and reviewing three psychological models that pertain to the behaviors: the withdrawal (attitudinal) model, the social model, and the dispositional model. Although these models fit the purview of this handbook, it should be recognized that economists, sociologists, physicians, and epidemiologists have also had some useful things to say about withdrawal. The chapter concludes with ideas for improving research in the withdrawal domain.

Among the withdrawal behaviors, absence and turnover are covered most thoroughly because they have received the most research attention. However, lateness research has also contributed...
to our understanding of withdrawal, and it is incorporated as warranted in what follows.

**DEFINITIONS AND OPERATIONALIZATIONS**

Adler and Golan (1981: 544) define lateness as 'the tendency of an employee to arrive at work after the scheduled starting time.' Johns (1995: 1) defines absenteeism as 'the failure to report for scheduled work.' Martocchio and Harrison (1993: 263) define it as 'an individual’s lack of physical presence at a given location and time when there is a social expectation for him or her to be there.' Thus, absence is the logical opposite of attendance. Price (1977: 4) defines turnover as 'the degree of individual movement across the membership boundary of a social system.' Lee (1997: 97) describes it as 'the termination of an individual’s formal membership with an organization.' In any event, turnover is not the opposite of tenure, the amount of time a person has been employed by an organization.

These traditional definitions have in common physical removal from a particular workplace, either for part of a day, an entire day, or permanently. Thus, implicit in each is time allocation. Also, the unit of analysis in each case is the individual employee. Although lateness, absence, and turnover can all be expressed as rates of behavior that pertain to workgroups, departments, or organizations, such applications are less common in organizational psychology than might be imagined. The vast majority of research in psychology and management frames the withdrawal behaviors as dependent or criterion variables. Thus, the consequences of these behaviors have received much less theoretical and empirical scrutiny than their predictors (exceptions include Goodman & Atkin, 1984; Price, 1976, 1989; Staw, 1980; Tharenou, 1993).

Finally, most research frames withdrawal behaviors as negative behaviors from the organization’s point of view, presumably due to cost or disruption. This is so taken for granted that relevant underlying assumptions are seldom mentioned.

Most academic psychological research concerning lateness, absence, and turnover uses data from employee personnel files to measure the behaviors. Lateness is generally expressed as minutes late or the number of lateness incidents, both aggregated over some period of time ranging from several weeks to a year. There has been very little research on the psychometric properties of lateness data, although Blau (1994) presents a taxonomy of lateness (increasing chronic, stable periodic, unavoidable) based on patterns of frequency and duration.

Although there are many ways to count and aggregate absence data, many methods exhibit poor reliability and validity, especially in terms of presumptions about motivation and volition. Contemporary research most often relies on total time lost (days) or frequency, the number of inceptions irrespective of duration. Typical aggregation periods range from 3 to 12 months. Chadwick-Jones, Nicholson and Brown (1982) and Hackett and Guion (1985) present evidence for the reliability and validity of these two measures. Johns (1994b) reviews the psychometric properties of a wide range of self-report measures of absence, the most salient of which is a marked tendency for underreporting.

Turnover is usually expressed as the occurrence of voluntary separation from an employer during some arbitrary time window ranging from a few months to well over a year. This arbitrary, cross-sectional treatment of time has been criticized by advocates of event history or survival analysis approaches (e.g., Somers & Birnbaum, 1999; Peters & Sheridan, 1988). Campion (1991) discusses the validity of the assumption of voluntariness and alternative conceptions of turnover, including that thought to be functional for the organization.

**THE WITHDRAWAL MODEL**

At its core, the withdrawal model assumes that withdrawal behaviors occur in response to unfavorable job or work attitudes. Prominent among these are job dissatisfaction and low organizational commitment. Hulin (1991) provides the most complete statement of this model, arguing that the various manifestations of withdrawal constitute means of adapting to unfavorable job attitudes. The meaning of adaptation is not very clear. On one hand, the idea of avoidance of or escape from negative work situations figures prominently in the notion of withdrawal. On the other hand, more proactive and restorative notions are also connoted by adaptation (Hackett & Bycio, 1996; Staw & Oldham, 1978).

Hulin (1991) and Hanisch, Hulin and Rosnowski (1998) assert that exactly which withdrawal behavior is enacted in response to negative attitudes is partially a function of existing constraints on the other behaviors (cf. Johns, 1991).

Below it will be argued that:
1) the withdrawal model is useful in understanding lateness, absence, and turnover;
2) its usefulness is sometimes exaggerated at the expense of other models;
3) this perceived usefulness was something of an historical accident;
4) turnover research particularly suffered from the hegemony of the withdrawal model.

**Some History**

During the decade spanning 1955 to 1964 several key publications in work and organizational...
psychology appeared that would profoundly shape research concerning withdrawal behaviors for many years to come. Each of these publications summarized empirical evidence bearing on a key premise of the human relations movement, the belief that positive attitudes toward one’s work and organization would result in a wide variety of favorable organizational outcomes, including enhanced productivity and reduced accidents, lateness, absence, and turnover. The felicity of these outcomes for the war effort provides a notable subtext to the earlier research (cf. Tansey & Hyman, 1992).

In their influential review of the attitude–work behavior literature, Brayfield and Crockett (1955: 408) concluded that there was little appreciable relationship between attitudes and performance, but that “the data are suggestive mainly of a relationship between attitudes and two forms of withdrawal from the job [absence and turnover].” In an independent review conducted at the same time but published later in book form, Herzberg, Mausner, Peterson and Capwell (1957: 111) were more favorably inclined toward an attitude–performance connection. However, they also concluded that a stronger relationship existed for withdrawal, describing attitudes as “unequivocally related” to both absence and turnover. Finally, Vroom (1964: 186) reported “a consistent negative relationship” between job satisfaction and turnover, “a less consistent negative relationship” between satisfaction and absenteeism, and “no simple relationship” between satisfaction and performance.

A cogent argument can be made that the conclusions of the three reviews cited above established the status of a withdrawal-from-dissatisfaction model as appropriate for describing absence and turnover (and by extension, lateness) and did so by virtue of the presumed contrast to research on performance as much as any strong connection between satisfaction and absence or turnover. Subsequent qualitative reviews of the absenteeism and turnover literature (Muchinsky, 1977; Muchinsky & Tuttle, 1979; Nicholson, Brown & Chadwick-Jones, 1976; Porter & Steers, 1973; Price, 1977) indicated that the withdrawal model exerted something of a theoretical closed shop on withdrawal research, as other approaches to studying the behaviors simply tended to report atheoretical associations with demographic variables or organizational variables such as work unit size.

**A Controversial Assertion**

It is my contention that the closed shop that the withdrawal model exerted on absenteeism research began to falter in the early 1980s but that it persisted in turnover research, to its detriment. This course of events stemmed from a series of publications in the domain of absenteeism that unfroze researchers’ attitudes about the behavior and a parallel series of publications that solidified the extant turnover paradigm.

In 1976, Nicholson et al., published a qualitative review of the satisfaction–absence literature that included substantial original data. Going against the prevailing paradigm, they concluded that there was little if any connection between the two variables. Although the authors might have been overinfluenced by their own unoptimistic data (Hackett, 1989), this assault on the withdrawal model gained notice. It also corresponded to emerging research that work attitudes did little to supplement more distal influences on absence, such as demographics and job characteristics (Johns, 1978). At the same time, Steers and Rhodes (1978) presented the first version of their process model of attendance (Steers & Rhodes, 1978, 1984; Rhodes & Steers, 1990). Although this model incorporated job satisfaction, it rejected it as a principal cause and also considered pressure to attend (e.g., work ethic, workgroup norms, economic conditions, reward system) and ability to attend (e.g., sickness, family matters), factors that might run counter to work attitudes. Importantly, the model reminded researchers of the complexity of attendance behavior. Equally importantly, although its premises stimulated research (reviewed by Rhodes & Steers, 1990), the larger model itself did not become the focus of intensive, repeated testing.

Other publications contributed to the unfreezing of the withdrawal model’s hold on absence research. Chadwick-Jones et al. (1982) presented theory and data that framed absenteeism as a product of social exchange. The same year, Johns and Nicholson (1982) urged researchers to look beyond the withdrawal model, recognize the social context of absenteeism, and incorporate a wider range of methodologies. The call for a more social, contextual view of absence was perhaps the most notable contribution of these publications.

A final point that might be made concerning the work that emerged in the period under consideration has to do with research on technologies to manage or control absenteeism. In a word, this research can be described as eclectic, ranging from financial incentives (Schlotzhauer & Rosse, 1985), to self-management (Frayne & Latham, 1987), to alternative working schedules (Baltes, Briggs, Huff, Wright & Neuman, 1999). Importantly, this research was not grounded in a single theoretical model, such as the withdrawal model. Thus, the tendency for prevailing technology to calibrate theory (cf. psychoanalysis and Freudian theory) was not a salient issue.

Recently, two comprehensive independent reviews of the absenteeism literature have appeared. Johns (1997) concluded that great strides had been made in absenteeism research in the preceding 15 years, citing advances in the understanding of absence cultures, how people view their own...
Organizations (1958) published the immensely influential book *What, then, does explain it?* the relation between job satisfaction and turnover. explained by the meta-analytic evidence concerning will be seen shortly, this persistence is not well explained by the meta-analytic evidence concerning the relation between job satisfaction and turnover. What, then, does explain it?

During the 1955–1964 period, March and Simon (1958) published the immensely influential book *Organizations*. In this book, they developed a model designed to explain the motivation to ‘participate’ in organizations, a model that was meant to explain the quit–stay decision. Basically, turnover was framed as a function of two factors – the perceived desirability of movement from the organization (determined by job satisfaction) and the perceived ease of movement (determined by perceptions of alternative job prospects). For current purposes, this model had two crucial features. First, it reinforced the emerging notion that job satisfaction was a salient predictor of turnover. Next, it portrayed turnover as a calculated, rational process in which the calculus of desirability and ease of movement appeared absolute. This provision of a formal model of turnover had a tremendous impact on subsequent research, narrowing its focus to that prescribed by rational affect (Hom & Griffeth, 1995; Lee, 1997).

As disaffection with the withdrawal model was mounting among absence researchers, Mobley (1977) presented a model that elaborated the cognitive processes between job dissatisfaction and turnover, building on March and Simon (1958). The model proposed that people evaluate their existing job. If they are dissatisfied, in sequence, they think of quitting, evaluate the utility of job search and the costs of quitting, develop the intent to search for alternative jobs, make the search, evaluate the alternatives, compare the alternatives to the current job, intend to quit or stay, and act on their intentions.

The Mobley model had two noteworthy features. First, in proposing to measure variables psychologically closer to the actual act of turnover (such as intent to quit), it had the potential to account for increased variance in turnover. Although this criterion has been of particular interest to many turnover researchers, it is a dubious criterion by which to evaluate the validity of a within-person process model (Fichman, 1999; Mohr, 1982). Next, and more important, the Mobley model was decidedly cognitive, a characteristic that fit the Zeitgeist of the times, sandwiched temporally between the cognitive revolution in job interview research (Webster, 1964) and that in performance appraisal (Ilgen, Barnes-Farrell & McKellin, 1993). Mobley’s model, confirmed in its broad brushstrokes and modified in its details, ‘dominates all work on psychological approaches to turnover’ (Hom & Griffeth, 1995: 57).

Mobley’s (1977) contribution to the solidification of the withdrawal model as the cornerstone of turnover research was reinforced in the same period by a technology that came to dominate research on recruitment (Rynes, 1991) – realistic job previews. This technique, providing recruits with frank and realistic information about a prospective job and organization, is strongly oriented toward the containment of turnover. Although realistic previews have been argued to reduce turnover by several mechanisms, enhanced job satisfaction is thought to be a key component (Wanous, 1992). As Wanous explains, job satisfaction could theoretically be boosted by screening out those inclined to be dissatisfied or by reducing the documented unrealistic expectations of those who accept a job offer. Thus, unlike for absence research, the withdrawal model dominating turnover research found a corresponding technology in realistic job previews.

The contemporary paradigm, grounded in rational withdrawal from dissatisfaction, has gradually provoked a mounting degree of criticism as to its limitations. As Somers (1996: 315) explains, ‘criticisms of the current turnover paradigm are harsh, to the point that we need new ways of thinking about the process of employee withdrawal.’ Specific criticisms include a lack of cumulative knowledge (Somers, 1999), an excessively narrow and rational causal model (Lee & Mitchell, 1994; Lee, Mitchell, Wise & Fireman, 1996), and the use of ‘research designs that are inherently flawed’ (Peters & Sheridan, 1988: 232). Furthermore, Phillips’s (1998) meta-analysis of realistic job preview outcomes for turnover reveals validity coefficients so low that they beg utility estimates to justify the practice, with mean *r* in the −.05 to −.09 range depending on setting and turnover measure. The corresponding mean *r* for the relationship between exposure to realistic previews and job satisfaction was actually negative for lab studies, although it was positive (.10) for field studies. However, the met expectations hypothesis, which suggests that lowered expectations upon hiring will result in post-hire satisfaction and reduced turnover, has now been rather strongly refuted by empirical evidence. Although finding initial support (Wanous et al., 1992), the apparent role of met expectations has been shown to be a statistical artifact of the well-known problems of difference scores and residual difference scores (Hom, Griffeth, Palich & Bracker, 1999; Irving & Meyer, 1994, 1999).
Contemporary Evidence Concerning the Withdrawal Model

**Job Satisfaction**

Table 12.1 presents a summary of what I believe to be the best meta-analytic evidence concerning the relationship between job satisfaction and various work behaviors. Estimated population correlations are shown, all of which are corrected for sampling error. Iaffaldano and Muchinsky (1985) examined the relationship between satisfaction and job performance, correcting for unreliability in both variables. Hom and Griffeth (1995) summarized the connection between satisfaction and turnover, correcting for unreliability in satisfaction. Hackett and Guion (1985) estimated the correlation between satisfaction and time lost (total days absent) and frequency (number of absence incidents), correcting for unreliability in the absence measures. Hackett (1989) examined the relationship between satisfaction and absence, controlling for unreliability in both measures as well as refining the criterion to exclude frequency measures of excused absence and time lost measures of unexcused absence. Finally, Koslowsky, Sagie, Krausz and Singer (1997) summarized the relationship between satisfaction and lateness, controlling for unreliability in both variables.

A number of interesting points emerge from a perusal of Table 12.1. First, in contrast to the qualitative reviews of the 1955–1964 period, it is apparent that absenteeism and turnover are not more highly correlated with satisfaction than is job performance. In fact, a case might be made that the opposite is true. Second, there is little in the table to explain the continuing dominance of the withdrawal model in turnover research as compared to absenteeism research. Third, satisfaction with the work itself is the satisfaction facet that best predicts performance, turnover, and absenteeism. Fourth, there would appear to be some theoretical validity and practical utility for satisfaction in predicting all criteria, particularly since a linear combination of facets would likely exceed many of the values for individual facets given in the table.

The meta-analyses upon which Table 12.1 is based often reveal wide confidence intervals that signal the presence of moderators. Unfortunately, there has been relatively little examination of just when and how withdrawal processes might be more or less likely to apply, or to whom. This is curious, given the large literature concerning the sometimes elusive connection between attitudes and behavior (Ajzen & Fishbein, 1980; Deutscher, 1973). Absence, lateness, and turnover are often constrained by organizational policies and environmental factors (Johns, 1991), but these are seldom systematically investigated as a means of refining the withdrawal model. In fact, the study of withdrawal behaviors has particularly suffered from the poor understanding of context that has generally characterized the field of work psychology (Cappelli & Sherer, 1991; Johns, 1993, 1998b; Mowday & Sutton, 1993). Nevertheless, it is probable that work attitudes interact with factors such as medical status to affect absenteeism (Johns, 1997). For instance, Webb, Redman, Henrikus, Kelman, Gibberd and Sanson-Fisher (1994) found that job dissatisfaction and problem drinking had a compound effect on absences due to injury. More prosaically, Smith (1977) found that work attitudes predicted attendance on a very snowy day in Chicago but not on the same clear day in New York. Some people may be more inclined than others to withdraw in response to job dissatisfaction. Hackett (1989) found that the negative relationship between job satisfaction and absenteeism increased as the percentage of women in research samples increased.

In the domain of turnover, most research on moderators has centered around one issue – the potential for alternative employment or perceptions thereof to condition the impact of satisfaction on quitting. Such variables, of course, exemplify March and Simon's (1958) ease of movement construct. One of the great mysteries of organizational behavior research has been the frequent failure of perceived employment alternatives to predict turnover and their repeated failure to interact with job satisfaction to predict turnover (Griffeth & Hom, 1988). These failures are all the more striking when it is observed that aggregate turnover rates are highly correlated in the expected direction with unemployment rates and other economic conditions, both across time and industries (Hulin, Roznowski & Hachiya, 1985). Steel and Griffeth (1989) cited several possible reasons for a rather low ($r = .13$) population estimate of the relationship between perceived alternatives and turnover, and, by extension, their failure as a moderator. Single-item measures of alternatives may lack reliability and fail to capture both the quantity and quality aspects of perceived alternatives. Also, people who are not actively seeking jobs may have an uninformed view of the job market. Most importantly, however, individual-level studies of turnover have tended to use occupationally homogeneous, cross-sectional samples – people in one job in one organization experiencing one labor market at one time (Johns, 1991; Steel & Griffeth, 1989). This is hardly conducive to variation in perception of alternatives. Indeed, Carsten and Spector (1987) used meta-analysis to show that local unemployment rates, coded post hoc, moderated the relationship between job satisfaction and turnover as reported in a sample of individual-level studies. When unemployment was low, a more substantial connection between dissatisfaction and turnover was observed.
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Decision Processes

The original Mobley (1977) intermediate linkages model of turnover and simplified versions of it have been exposed to repeated empirical tests, most having been cross-sectional, a curious strategy for testing a within-person process model. However, research by Hom, Griffeth, and colleagues (e.g., Hom & Griffeth, 1991; Hom, Caranikas-Walker, Prussia & Griffeth, 1992; Hom, Griffeth & Sellaro, 1984) has proven particularly cumulative and informative. Exploiting structural equation modeling, confirmatory factor analysis, meta-
analysis, and longitudinality, these authors built upon previous research to devise the model shown in Figure 12.1. It shows that job satisfaction and organizational commitment influence both withdrawal cognitions and the expected utility of withdrawal. In turn, utility stimulates job search and the comparison of alternatives with the current job, a deciding factor for turnover.

This model is less serial than the original Mobley model, and it also involves fewer distinct variables; research has repeatedly had difficulty demonstrating the discriminability of all the constructs in the original model. It will also be noted that an explicit comparison of one’s job with specific alternatives predicts turnover quite well in contrast to the vaguely held perceptions of alternative employment discussed earlier (Hom & Griffeth, 1995). An important innovation is the recognition of a direct link between withdrawal cognitions and turnover. This link allows for more impulsive, less calculated forms of withdrawal, as well as those that are calculated but do not involve alternative employment. Research supporting the unfolding model of turnover (Lee & Mitchell, 1994; Lee et al., 1996, Lee, Mitchell, Holtom, McDaniel & Hill, 1999) shows the advantages of this approach. Among other things, the model describes how ‘shocks,’ such as an unsolicited employment offer, might result in turnover irrespective of current satisfaction and without elaborate comparison processes. The unfolding model provides a welcome contextual alternative to the intrapsychic emphasis of the Mobley model and its offspring.

An instance of turnover would usually represent a more important event for an employee than would a series of absence or lateness episodes. Thus, it is not obvious whether a rational decision model might apply to the latter behaviors. However, at least in the case of absence, such models do seem to apply, although the relevant research has not been framed as withdrawal-from-dissatisfaction research per se. At the most general level, event history models have shown that absence events unfold over a period of time in nonrandom and nonhabitual ways depending on evident degree of voluntariness, temporal trends, and previous absence behavior (Fichman, 1988, 1989; Harrison & Hulin, 1989). More specifically, there is good support for Martocchio and Harrison’s (1993) decision theory of absence. This research shows that attitudes toward attendance, perceived norms to attend, and felt moral obligation to attend contribute to intention to attend work, which in turn is predictive of actual attendance (Harrison, 1995; Harrison & Bell, 1995; Martocchio, 1992). Unlike for turnover, this work complements, rather than dominates, other perspectives on withdrawal.

Organizational Commitment

Hom and Griffeth’s (1995) inclusion of organizational commitment in the model shown in Figure 12.1 was done via meta-analytic inference, since most tests of the Mobley model and its variants did not include commitment. Using a clever combination of meta-analysis and path analysis, Tett and Meyer (1993) found that both satisfaction and commitment contributed independently to turnover intentions and cognitions, which in turn mediated almost all of their impact on turnover. Satisfaction was more highly correlated with intentions/cognitions than was commitment, while the reverse held true for actual turnover. They noted that their findings were somewhat clouded by the inclusion of withdrawal cognitions or

Table 12.1 Meta-analytic corrected correlations between job satisfaction and work behaviors

<table>
<thead>
<tr>
<th>Satisfaction</th>
<th>Performance</th>
<th>Turnover (Time lost)</th>
<th>Absence (Frequency)</th>
<th>Absence (Time lost)</th>
<th>Absence (Frequency)</th>
<th>Lateness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pay</td>
<td>.062 (25)</td>
<td>-.040 (16)</td>
<td>.069 (41)</td>
<td>.000 (34)</td>
<td>-.070 (26)</td>
<td>-.080 (24)</td>
</tr>
<tr>
<td>Promotions</td>
<td>.145 (18)</td>
<td>-.140 (13)</td>
<td>-.071 (40)</td>
<td>-.066 (34)</td>
<td>-.070 (21)</td>
<td>-.090 (24)</td>
</tr>
<tr>
<td>Supervision</td>
<td>.186 (21)</td>
<td>-.100 (14)</td>
<td>-.055 (42)</td>
<td>-.107 (37)</td>
<td>-.080 (25)</td>
<td>-.130 (23)</td>
</tr>
<tr>
<td>Work</td>
<td>.207 (35)</td>
<td>-.190 (25)</td>
<td>-.068 (42)</td>
<td>-.162 (40)</td>
<td>-.140 (28)</td>
<td>-.210 (28)</td>
</tr>
<tr>
<td>Coworkers</td>
<td>.123 (20)</td>
<td>-.100 (11)</td>
<td>-.049 (41)</td>
<td>-.035 (34)</td>
<td>-.070 (22)</td>
<td>-.070 (23)</td>
</tr>
<tr>
<td>Overall*</td>
<td>.185 (54)</td>
<td>-.190 (78)</td>
<td>-.096 (22)</td>
<td>-.134 (33)</td>
<td>-.230 (8)</td>
<td>-.150 (17)</td>
</tr>
<tr>
<td></td>
<td>.286 (9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Performance data from Iaffaldano and Muchinsky (1985); turnover data from Hom and Griffeth (1995); absence data from Hackett and Guion (1985, left two columns) and Hackett (1989, right two columns); lateness data from Koslowsky et al. (1997). Number of coefficients in parentheses. For overall satisfaction, correlations with withdrawal behaviors include both sum-of-facets and global measures. For performance, .185 is global and .286 is sum-of-facets.
intentions in some scales measuring both global satisfaction and organizational commitment.

As might be expected from the nature of the construct, organizational commitment has been shown to be a better predictor of turnover than absenteeism. Tett and Meyer (1993) reported a corrected population correlation of $-0.33$ for turnover, while Mathieu and Zajac (1990) reported 0.10 for attendance, the logical inverse of absence. Isolating six studies that used a frequency measure of absence, Farrell and Stamm (1988) estimated a mean correlation of $-0.23$ with commitment, a figure that approaches the highest correlations observed for job satisfaction reviewed in Table 12.1. All of this evidence pertains to affective commitment. Johns (1997) reviewed more contemporary research based on Meyer and Allen’s (1991) tripartite theory of commitment. Although this research reaffirms the connection between affective commitment and absence, there is little evidence that implicates normative or continuance commitment. In particular, except for a study by Gellatly (1995), there is no support for the interesting prediction that continuance commitment (being locked into an organization) might actually stimulate absenteeism. Meyer’s (1997) review suggests that normative commitment (feeling an obligation to the organization) is consistently negatively related to turnover, while the connection with continuance commitment is inconsistent.

Social Exchange

The organization’s commitment to its employees may be a better predictor of withdrawal than the employees’ commitment toward the organization (cf. Shore & Wayne, 1993). In several samples, it has been shown that perceived organizational support is a particularly robust negative correlate of absenteeism (Eisenberger, Fasolo & Davis-LaMastro, 1990; Eisenberger, Huntington, Hutchison & Sowa, 1986). This research complements work showing that perceived inequity stimulates absenteeism (Geurts, Buunk & Schaufeli, 1994; van Dierendonck, Schaufeli & Buunk, 1998; Van Yperen, Hagedoorn & Geurts, 1996) as well as that revealing an increase in absenteeism following the failure to obtain a promotion (Schwarzwald,
Koslowsky & Shalit, 1992). These findings suggest that the rather passive view of withdrawal suggested by the withdrawal model needs to be supplemented with more proactive, equity-restoring motives (Johns & Nicholson, 1982). Even more generally, they suggest the value of incorporating a social exchange perspective into the withdrawal model. For example, Shore and Barksdale (1998) found that turnover intentions were lowest among employees who saw their obligations to the organization and the organization’s obligations toward them as high.

Progression of Withdrawal

The connections among the various forms of work withdrawal have been of some interest to researchers. Theoretically, understanding such connections explicates more clearly exactly what is meant by withdrawal. Practically, such understanding may enable us to predict one form of withdrawal from the occurrence of another. Although relationships among lateness, absence, and turnover have been most studied, the withdrawal rubric might be extended to include psychological detachment, reduced in-role performance (Bycio, 1992; Bycio, Hackett & Alvaeres, 1990), reduced organizational citizenship (Chen, Hui & Sego, 1998; Mayer & Schoorman, 1992), choice of part-time work (Wise, 1993), or early retirement (Hanisch & Hulin, 1990).

Several plausible models might describe the connections between various withdrawal behaviors (Hulin, 1991; Rosse & Miller, 1984):

Independent forms. Despite some surface similarities, the behaviors have different causes and functions, and should thus be unrelated to each other.

Spillover. Withdrawal is nonspecific such that any given manifestation will be positively related to other manifestations.

Alternate forms. If the occurrence of one form of withdrawal is constrained, a substitute form will be manifested.

Compensatory forms. Similar functionality causes the specific forms of withdrawal to be negatively correlated.

Progression. Withdrawal will progress from minor, less salient acts, such as occasional lateness, to more salient acts, such as absence and, finally, turnover.

In the domain of lateness, absence, and turnover, the independent forms model can definitely be ruled out, as meta-analyses reveal common attitudinal correlates (Table 12.1) and substantial positive correlations between the various forms of withdrawal at the individual level (Hom & Griffeth, 1995; Koslowsky et al., 1997; Mitra, Jenkins & Gupta, 1992). The latter finding also speaks against the generality of both the alternate and compensatory forms models, since both predict negative correlations. The difference between these two models is subtle. Alternative forms is based on the idea that the inability to react to dissatisfaction with one form of withdrawal will increase the occurrence of another form. Compensatory forms simply asserts that any act of withdrawal relieves dissatisfaction and thus reduces the probability of some other act. Isolated studies occasionally provide some support for one or the other of these formulations. Wise (1993) found that increased absenteeism was associated with a decrease in the adoption of part-time or casual work among nurses. Similarly, Dalton and Mesch (1992) determined that utility employees who requested a job transfer but had not received it experienced double the absence of those who had been given a transfer. Dalton and Todor (1993) speculated how absenteeism and the availability of internal transfers might affect subsequent turnover.

The strongest evidence appears to support the progression of withdrawal model. Longitudinal studies by Clegg (1983), Wolpin, Burke, Krausz and Freibach (1988), and Rosse (1988) found a lateness–absence progression, although Adler and Golan (1981) and Krausz, Koslowsky and Eiser (1998) did not. Blau (1994) found that a pattern of increasing chronic lateness was associated with elevated absence within the same 18-month period. Several studies reveal a progression from absence to turnover (Burke & Wilcox, 1972; Farrell & Peterson, 1984; Kanfer, Crosby & Brandt 1988; Krausz et al., 1998; Rosse, 1988; Sheridan, 1985; Waters & Roach, 1979), and Krausz et al. (1998) found that the progression was mediated by reduced job satisfaction.

If there is truly a progression from lateness to absence to turnover, we might expect that the two adjacent relationships in the progression would be stronger than the unadjacent relation between lateness and turnover. In fact, this appears to be the case when meta-analytic evidence is examined. Koslowsky et al. (1997) reported a corrected correlation of $r = .40$ between lateness and absence, and Mitra et al. (1992) reported a corrected correlation of .33 between absence and turnover. Koslowsky et al., estimated the mean correlation between lateness and actual turnover to be .07 and that between lateness and an apparent composite of actual turnover and turnover intentions to be .27.

Researchers have tended to look for linear progression. However, it is possible that nonlinearity may better capture the process. Using neural network and response surface methodologies, Somers (1999) found that turnover was invariant over a fairly wide range of attitudinal variation but increased dramatically with small changes above a certain threshold.

Using catastrophe theory, Sheridan (1985) found a discontinuous, nonlinear increase in absenteeism in advance of turnover among nurses.
Is There a General Withdrawal Construct?

The positive relationship among the various behavioral manifestations of withdrawal has encouraged Hanisch, Hulin and Roznowski (e.g., Hanisch & Hulin, 1990, 1991; Hanisch et al., 1998) to posit the existence of a broad organizational withdrawal construct made up of job withdrawal (e.g., turnover and early retirement) and work withdrawal (e.g., lateness, absence, and escapist drinking). As implied, they favor the aggregation of ‘specific withdrawal behaviors’ (their term) into behavioral composites or aggregates, although most of the extant published research on the matter appears to use self-reported feelings, desires, expectations, and intentions to engage in the behaviors (Johns, 1998c). Although some psychometric gains are argued for the approach, its chief advantage would appear to be its capacity to accommodate the influence of various contextual constraints on the elicitation of a particular form of withdrawal. In other words, the approach allows for the idea that adaptation (see above) through withdrawal may vary in form according to organizational policies, legal sanctions, economic conditions, and so on. However, this accommodation seemingly occurs by treating context as useful noise rather than probing its intimate relationship with the various forms of withdrawal (Johns, 1998c).

Johns (1998c) opines that the broad withdrawal construct puts predictability above theoretical precision. It also overlooks theoretical successes achieved by disaggregating various ‘specific withdrawal behaviors,’ such as that seen in the distinction between time lost and frequency of absence (Chadwick-Jones et al., 1982; Hackett & Guion, 1985) or between various patterns of lateness (Blau, 1994). Both Blau (1998) and Johns (1998c) worry that enthusiasm for a broad withdrawal construct has a tendency to beget a broad predictor construct that confounds attitudes, dispositions, and deviant tendencies. Adams and Beer (1998) found virtually no relationship between turnover intentions and retirement intentions. Nevertheless, the idea of a general withdrawal construct merits further research attention.

Conclusion

The withdrawal model, grounded in attitudes toward the job, gained prominence in part due to the assumption that attitudes predicted withdrawal better than they predicted performance. This assumption has been shown to be dubious. Nevertheless, the basic withdrawal model has demonstrated validity and the potential for development in the related domains of progression of withdrawal and a general withdrawal construct. However, researchers should also begin to pay greater attention to the neglected social and dispositional aspects of withdrawal.

THE SOCIAL CONTEXT OF WITHDRAWAL BEHAVIOR

As seen earlier, the withdrawal behaviors have literally been defined as pertaining to individual actors. Thus, it is not surprising that traditional absence and lateness research was dominated by individual attitudes and demographic factors, and that traditional turnover research was dominated by job attitudes and the intrapsychic machinations of the exit process. Despite this individual-level focus, there is considerable merit to considering the susceptibility of withdrawal to interpersonal influence. After all, timely and regular attendance is a social obligation to be at a particular place at a particular time (Martocchio & Harrison, 1993). Similarly, as Price (1977) reminds us, turnover represents movement between social systems.

Organizational Demography, Diversity, and Withdrawal

The impact of social context on turnover has been dominated by research on organizational demography. Originally conceived by Pfeffer (1983) to pertain to the distribution of the length of service of a workforce (tenure diversity), the term has been extended to the study of diversity in age, gender, race, ethnicity, and functional background. Pfeffer proposed that the distribution of tenure would affect the dynamics of power and control as well as cohort identity and conflict between cohorts. In turn, these social–contextual factors were expected to influence organizational performance and turnover patterns. A key prediction is that those who are most different from the dominant tenure cohort are likely to become turnover statistics.

Williams and O’Reilly (1998) sketch the theoretical underpinnings that predict the impact of demographic diversity on group processes and performance. Basically, they argue that theories of social identity and attraction predict that diversity will promote lower social integration and cohesion in groups, by extension increasing turnover. On the other hand, information-processing and decision-making theories point to the value of diversity for increasing the pool of available information and the variety of decision perspectives. In turn, this could enhance group performance. If the predominant negative relationship between individual performance and turnover (Bycio et al., 1990; Williams & Livingstone, 1994) also holds at the group level, some reduction in turnover might accrue.

Williams and O’Reilly (1998) conclude from their comprehensive review that both tenure and age diversity are associated with elevated group or organizational turnover. Although some of this research fails to measure group processes, O’Reilly,
Caldwell and Barnett (1989) found that social integration mediated the relationship between heterogeneity of group tenure and turnover. There is also a body of basic group research showing that tenure diversity has a negative impact on processes such as cohesion and communication, leading to dysfunctional turnover. This inference follows from the fact that those who are most different tend to leave and that there is no offsetting group performance improvement (Williams & O’Reilly, 1998).

Pelled (1996) presents a theory proposing that diversity of more visible demographic characteristics will promote turnover via affective conflict while diversity of job-related characteristics (e.g., functional specialty) will bolster task performance via task conflict. Unfortunately, there is little research that examines the impact of the distribution of visible characteristics such as gender, race, or ethnicity on turnover and virtually no such research on absence. Recently, Harrison, Johns and Martocchio (2000) explored how demography might influence absenteeism. For instance, it is well established that women exhibit higher absence rates than men (Côté & Haccoun, 1991) and that younger employees are absent more than older employees (Hackett, 1990). As gender or age diversity increases, it is likely that conflict concerning appropriate attendance norms would increase, especially under conditions of high task interdependence (cf. Barker, 1993). Harrison et al. (2000) also speculate that employees originating from more collective cultures might be more accepting of absence due to community or extended family concerns than those from individualistic cultures. In every case, diversity might affect both attributions concerning the legitimacy of certain causes of absence (cf. Addae & Johns, 1998; Johns & Xie, 1998) as well as expectations concerning what constitutes a reasonable level of absence.

Social Networks and Withdrawal

There has been a small but informative body of research concerning how location in social (i.e., communication) networks is related to employee turnover. This research has some conceptual ties to demography research in that communication patterns are logically linked to the concepts of identification, integration, and cohesion that are thought to underpin demographic effects.

Feeley and Barnett (1997) describe three models by which communication patterns might underlie employee turnover:

**Structural equivalence.** Turnover tends to occur among employees who communicate with identical others, whether or not they communicate directly with each other. That is, turnover follows patterns of informal role similarity.

**Social influence.** Turnover tends to occur along direct communication lines. That is, people who have direct links with leavers are likely to quit.

**Erosion.** Turnover tends to occur among those who lack strong communication links to others. That is, those least central to the communication network are prone to quit.

Both the structural equivalence and the social influence model allow for modeling and social information-processing mechanisms to influence turnover. However, structural equivalence would seem to load more on cognitive mechanisms (such as seeing the ease with which a structural counterpart found a new job), while social influence might impart both cognitive and affective information. Although the erosion model does not rule out modeling of turnover among the less attached, it differs conspicuously from the other two models in that it implicates a lack of communication in the turnover process. Thus, this model best represents the organizational demography prediction that those who are most different tend to leave.

All three models may be relevant to the turnover process. Krackhardt and Porter (1986) predicted and found structural equivalence among fast-food employees, describing the resulting turnover as a ‘snowball effect.’ Although they did not test the other two models, other analyses (Krackhardt & Porter, 1985) appear to run counter to the social influence model. However, Feeley and Barnett (1997) found support for all three models in a sample of supermarket employees. This is important, because it highlights the potential for multiple meanings of turnover in a single research site.

In some respects, network analysis treats turnover as an independent variable in that it is assumed (at least under structural equivalence and social influence) that turnover among some people causes turnover among others. Not nearly enough has been made of this perspective, in spite of the obvious impact that turnover might have on any well-defined social system. In other analyses of their fast-food data, Krackhardt and Porter (1985) examined the impact of turnover on the attitudes of friends who remained with the organization. Contrary to expectations, they found that friends became more satisfied and committed after the resignation of close counterparts. The authors attributed this effect to a reduction in negative cues from dissatisfied leavers. Similar insights might be had from research concerning the reactions of ‘survivors’ of corporate layoffs (e.g., Brockner & Wiesenfeld, 1993). Although this work is seldom identified as turnover research and does not employ network analysis, it indirectly concerns the impact of involuntary turnover on existing social networks.
Norms, Culture, and Withdrawal

Despite their insights, the demography and network approaches have some ‘black box’ qualities that limit their usefulness. However, there has been a growing body of research, mostly in the area of absenteeism, that looks more directly at the social correlates and causes of withdrawal.

Interest in the social causes of absenteeism began with the simple observation that there are differences in absence levels and patterns across social units such as workgroups within departments, departments within plants, and plants within companies, as well as between occupations, industries, and even nations (Chadwick-Jones et al., 1982; Johns, 1997). In many cases, these differences are of such a nature or magnitude that they are unlikely to stem from the simple distribution of individual characteristics such as ill health, work attitudes, or demographics. This logic, itself admittedly black box in nature, gave rise to the search for possible social correlates and causes of absence that would account for group differences. Rather peculiarly, differences in the base rate of turnover across samples have been portrayed as statistical artifacts (e.g., McEvoy & Cascio, 1987) that need to be corrected rather than sources of research inspiration.

It is now well established that perceived workplace norms play an important role in the occurrence of absenteeism. That is, people who tend to see their coworkers as exhibiting high absence tend to be absent more themselves. This finding applies to a wide variety of operationalizations of absence norms, including direct numerical estimates (e.g., Johns & Xie, 1998), ratings of peer absence (Baba & Harris, 1989), subjective norm estimates (e.g., Harrison, 1995), and return potential estimates (Gale, 1993). Gellatly (1995) found that perceived absence norms mediated the connection between workgroup absence frequency rates in one year and the absence exhibited by individual members the following year.

Why is absenteeism especially susceptible to social influence? Johns (1997) reviews considerable indirect evidence that both actors and observers tend to view absence as mildly deviant behavior. For example, people tend to underreport their own absence and see their attendance behavior as much better than that of their peers (Johns, 1994a, b; Johns & Xie, 1998). Despite such individual self-serving, attendance norms provide guidance regarding the vagaries of how much deviant behavior is considered legitimate in a given social setting (Gellatly & Luchak, 1998).

Gale (1993) found that cohesive workgroups and those operating under high task interdependence had the strongest norms against absence, and that such norms predicted time lost for both individuals and groups. Xie and Johns (2000) reported similar mediated results for cohesiveness among Chinese workgroups. In general, group cohesiveness is negatively associated with absenteeism, and both the task and social aspects of cohesion have been implicated (Johns, 1997). However, some interesting interactions have been observed, suggesting that the impact of cohesiveness is conditional. Drago and Wooden (1992) found cohesion resulted in high self-reported absence when job satisfaction was low and low absence when satisfaction was high. Xie and Johns (2000) determined that workgroup cohesiveness interacted with absence culture salience, the latter reflecting the group’s attention to absenteeism and agreement about appropriate attendance levels. Although high cohesiveness was generally associated with low absence, the absence of cohesive groups also increased as cultural salience increased. The authors interpreted this as collusion in the most socially organized groups to take days off, reminiscent of Edwards and Scullion’s (1982) case observation of posted ‘absence schedules’ in a well-organized metals plant.

The very best evidence concerning the impact of social influence on withdrawal comes from cross-level and multilevel studies that appear to illustrate the impact of work unit absence or lateness cultures (Chadwick-Jones et al., 1982; Johns & Nicholson, 1982; Nicholson & Johns, 1985) on individual behavior. Some of this research shows that absence or lateness aggregated at the work unit (usually workgroup) level accounts for variance in the withdrawal of individual work unit members (Blau, 1995; Gellatly & Luchak, 1988; Johns, 1994c; Markham & McKee, 1995; Mathieu & Kohler, 1990). This research variously implicates perceived absence norms, the salience of the absence culture, and supervisory expectations as explanatory mechanisms. Other research has shown that aggregate views about the likely consequences of absence (Martocchio, 1994) as well as those concerning cohesiveness and cultural salience (Xie & Johns, 2000) account for variance in individual absence. George (1990) found that the positive affective tone of workgroups was negatively correlated with group absence rates. Iverson, Butttigieg and Maguire (1999) determined that hospital wards with greater similarity in union membership status viewed absence as less legitimate when industrial relations climate was positive.

It must be emphasized that the findings supporting the existence of absence and lateness cultures are most impressive because virtually all of the research has controlled for relevant individual differences, especially in job satisfaction. This means that there is truly value added by the social approach to withdrawal.

As noted above, cross-site differences in turnover have been more often viewed as statistical nuisance rather than research opportunities. Nonetheless, some of the research on organizational culture and person–organization fit speaks indirectly to possible
social influences on turnover. Sheridan (1992) found that differences in value profiles among six large accounting firms resulted in differential turnover rates. Measures of person–organization fit, whether based on value differences (e.g., O’Reilly, Chatman & Caldwell, 1991; Vandenberghe, 1999) or direct perceptions of fit (Saks & Ashforth, 1997) have been shown to predict subsequent turnover. Research bearing on Schneider’s attraction–selection–attrition model suggests that the personality traits of organizational members may tend toward homogeneity over time, leading to attrition among those who fail to fit and thus creating distinctive climates or cultures for turnover (Schaubroeck, Ganster & James, 1998; Schneider, Goldstein & Smith, 1995).

Conclusion

One only has to examine the rather large differences in withdrawal behavior across various social units to see that what is considered normal is not an absolute matter and is unlikely to be a sole product of aggregate individual differences. This suggests that social and contextual influences on withdrawal deserve our attention. This may require a shift in level of analysis from the individual to the individual within a relevant social unit.

DISPOSITION AND WITHDRAWAL

Is there a dispositional substrate to some withdrawal behavior? That is, are some people prone to lateness, absence, or turnover by virtue of their personalities? Although the proneness concept has a history in the domain of withdrawal (Frogatt, 1970; Garrison & Muchinsky, 1977; Ghiselli, 1974), the history is checkered. This is due to concern that proneness is a hollow, circular construct, indiscriminable from the regularity of behavior that gives rise to its attribution (cf. Johns & Nicholson, 1982). Does the proneness concept have any scientific substance, or is it simply proof of people’s tendency to attribute higher levels of what are normally low-base-rate behaviors to dispositional causes? A proneness explanation grounded in disposition suggests some stability of withdrawal behavior over time and especially across situations. The evidence of such stability is fairly well established for absenteeism. Farrell and Stamm’s (1988) meta-analysis determined that absence history was correlated.65 with current absence frequency and .71 with time lost. Rentsch and Steel (1998) found that frequency of absence measured in 1983 was significantly correlated with frequency in five subsequent years, the consecutive rs being.74, .67, .56, .59, and .53. Regarding stability under situational change, Brenner (1968) reported that absence from high school was positively correlated with absenteeism in subsequent employment. Similarly, Ivancevich (1985) found that past absence predicted subsequent absence even when substantial job design changes intervened.

There is very little evidence regarding the stability of turnover. However, Judge and Watanabe (1995) applied event history techniques to the turnover behavior of the US National Longitudinal Surveys Youth Cohort over a 10-year period. They determined that past quits were predictive of subsequent turnover, even controlling for other variables that have been shown to stimulate withdrawal.

In conclusion, the stability of absence and turnover appears conducive to a dispositional model. However, it does not rule out situational causes, such as the impact of chronic ill health on absence or the impact of structural opportunity (e.g., personal contacts gained through a series of past jobs) on turnover.

Over the years that the withdrawal model was dominant for all specific forms of withdrawal, occasional associations between personality and turnover were reported in the literature. Very little such research concerned absenteeism. Reviews did find evidence of associations between personality and turnover, particularly implicating ‘extreme’ values on personality dimensions (Muchinsky & Tuttle, 1979; Porter & Steers, 1973). However, as Muchinsky and Tuttle pointed out, reported significant associations were often drawn from a large pool of nonsignificant associations generated from the application of personality inventories and then seldom cross-validated. This tactic, typical of work-personality research of the era, was far from theory-driven.

Hough and Schneider (1996) recounted the advances in research that have rekindled interest in personality in organizations. Chief among these are the emergence of the the five-factor model of personality (the Big Five, Digman, 1990), the linking of specific traits to specific criteria, and the development of specialized work-related measures that draw on the Big Five, especially integrity tests. If personality influences withdrawal it would seem to operate through some combination of integrity, affect, or cognition.

Integrity

A potential link between disposition and withdrawal lies in the general (and somewhat vague) domain of undependability, irresponsibility, and low integrity. These traits signal deviance, and, as noted earlier, there is much evidence that people see absence as deviant behavior (Johns, 1997). Although such negative views of turnover are less documented and probably less intense, Ghiselli’s (1974) portrayal of the ‘hobo syndrome,’ a form of...
irrational occupational wanderlust characterized by high mobility and low organizational commitment, is an example.

If these deviant attributions are smoke, do they signal fire, in the form of a deviant underpinning to some withdrawal activity? The best evidence comes from meta-analyses of integrity or honesty tests designed to predict theft and other counterproductive job behaviors. Overt integrity tests tap attitudes toward honesty and integrity and are generally designed to predict theft. Personality-based integrity tests (usually drawing from subtraits falling under the Big Five conscientiousness dimension) index integrity indirectly and are designed to predict broader counterproductivity. An extensive meta-analysis by Ones, Viswesvaran and Schmidt (1993) concluded that lateness, absence, and turnover were part of a broad composite of counterproductive behaviors predictable with both types of measures. However, more detailed analyses of these data are instructive. Ones, Viswesvaran and Schmidt (1992) found that the mean corrected correlation between personality-based tests and absenteeism was .33, while the corresponding figure for overt tests was .09. In another meta-analysis that did not differentiate test type, Viswesvaran, Ones and Schmidt (undated) reported an average corrected validity of .29 for the prediction of voluntary turnover and .34 for the prediction of involuntary turnover due to theft. These figures for dedicated integrity measures are much higher than the corrected correlations that Barrick and Mount (1991) reported between the Big Five dimensions and turnover, the highest of which was .09 for conscientiousness. Such meta-analytic treatment is unavailable for the relations between the basic Big Five dimensions and absenteeism. However, Judge, Martocchio and Thoresen (1997) found that time lost was negatively related to consciousness and positively related to extraversion. They also found that absence history partially mediated these associations, a finding that squares with a dispositional model. No association was observed for neuroticism. Conte and Jacobs (1999) reported a negative association between consciousness and frequency of absence, but not lateness.

Is it possible that the observed relationships between integrity and withdrawal actually signal the orthodox withdrawal model in disguise? That is, could satisfaction mediate between integrity and withdrawal? The answer is of some theoretical importance. As noted earlier, Blau (1998) and Johns (1998c) expressed concern that Hanisch et al.’s (1998) general withdrawal construct is confounded with deviance while being defined as a response to job dissatisfaction. Where does this leave the integrity construct? The answer to this question might be more apparent if job satisfaction and related attitudes were used as criteria in integrity research, which has evidently not been the case. Nevertheless, some speculation is possible. Both Ones, Schmidt and Viswesvaran (1994) and Hough (1992) address the validity of the integrity construct, agreeing that it is composed of conscientiousness and emotional stability but disagreeing on the agreeableness dimension. Thus, it appears that there is the potential for integrity to affect withdrawal independently of job satisfaction.

Affect and Cognition

Speculation that the integrity model can be separated from the conventional attitudinal withdrawal model does not in any way preclude dispositional influences on withdrawal behaviors via dissatisfaction. As Hough and Schneider (1996) remind us, personality is more than integrity. Indeed, there is growing evidence that there is a dispositional component to job satisfaction (Judge, Locke & Durham, 1997). Day, Bedeian and Conte (1998) found that job satisfaction mediated the relationship between the personality dimensions of self-control and extraversion and propensity to quit. Certainly, personality traits outside of the integrity nexus may be associated with withdrawal. For example, George (1989) found that positive affectivity was positively associated with being in a good mood at work, which in turn was negatively associated with absence. Iverson, Olekalns and Erwin (1998) reported somewhat analogous results, showing that positive affectivity stimulated feelings of personal work accomplishment, which in turn were associated with reduced absenteeism. The latter connection was not mediated by job satisfaction.

It is possible that personality might influence withdrawal via its impact on cognitions about the behaviors themselves rather than via affective mechanisms. For instance, personality might influence people’s beliefs about the extent to which a given absence incident is viewed as legitimate or as voluntary. Seeing an absence as legitimate or as beyond one’s control is likely to pose few barriers to engaging in the behavior. Judge and Martocchio (1995, 1996) studied the perceived degree of control that respondents believed they would have when faced with a variety of absence-inducing scenarios. They found clear evidence that personality affected these attributions. Individuals with external locus of control, low work ethic, a tendency to make excuses, or self-deceptive personalities were more prone to attribute absence events to external than internal causes. Similar effects might occur for turnover. Thus, we might expect chronic optimists to perceive more job alternatives and to view prospective job changes more favorably than pessimists.

Conclusion

As illustrated, there is developing evidence suggesting that personality may play a role in some
withdrawal behavior. As indicated, it is still an open question to what extent such relationships are mediated by job satisfaction. Issues of moderation may be even more important and are conspicuously absent from the personality–withdrawal literature. Barrick and Mount (1993) found that personality was more strongly associated with performance when job autonomy was high. Perhaps the same is true for latency and absence. More generally, personality may interact with other factors to affect withdrawal. For instance, Mowday, Stone and Porter (1979) found that needs for achievement and affiliation interacted with job scope to predict turnover. More theory-driven research in this domain is desirable.

IMPROVING WITHDRAWAL RESEARCH

A number of improvements can be suggested for withdrawal research that build upon past research. Although space does not permit detailed explication of these ideas, it should be emphasized that they are intended to be implemented in the context of full theoretical development and justification.

Withdrawal research would profit from more active integration with related literatures to which it has an obvious but unexploited affinity. Turnover research would particularly profit from greater linkages with areas that can highlight the context in which the behavior might occur, such as the work on careers (Ornstein & Isabella, 1993; Sullivan, 1999; Taylor & Giannantonio, 1993). Also, research on turnover could both contribute to and profit from linkage with the literature on expatriate adjustment (Shaffer & Harrison, 1998).

Withdrawal research needs to be less organization-centric, better incorporating how off-the-job factors affect withdrawal. Morgan and Herman (1976) showed how nonwork consequences influenced absenteeism more than organization-mediated consequences. Gignac, Kelloway and Gottlieb (1996) explored how eldercare responsibilities influenced absenteeism. We need to know much more about such matters, including how family situations affect turnover (cf. Cohen, 1997). In a related vein, we need more research on what people are doing when they are late or absent (Haccoun & Dupont, 1987) and where they are going when they quit (cf. Campion, 1991). Such knowledge will help us explain anomalous patterns of withdrawal.

Withdrawal research needs to better incorporate the role of time. Although the major forms of withdrawal can all be framed as problems concerning the allocation of time and place, and events that unfold over time, these facts of life have not made a strong impression on withdrawal theory or research. The problems of doing cross-sectional research on turnover have been recognized (Peters & Sheridan, 1988), and event history methods have clarified the role of time in turnover (Dickter, Roznowski & Harrison, 1996; Somers, 1996; Somers & Birnbaum, 1999). What is needed, however, is stronger theory that can capitalize on event histories. The unfolding model of turnover (Lee & Mitchell, 1994) is one such theory. Harrison and Martocchio (1998) cleverly reviewed the absenteeism literature around the concept of time, discussing long-term (e.g., dispositional), mid-term (e.g., attitudinal), and short-term (e.g., acute stress-related) sources of variation in absence and the corresponding appropriateness of various absence aggregation periods.

Withdrawal research needs to be more focused on the changing world of work, recognizing the influence of new technology, teamwork, and revised psychological contracts. For example, it is not at all clear that the traditional rational affect paradigm for turnover speaks very well to the attraction and retention of high-tech talent, so-called knowledge workers. The unfolding model of turnover, which allows for a more contextualized range of paths to quitting, seems quite promising in this regard (Lee & Maurer, 1997). Harrison et al. (2000) discuss how information technology allows for work to be accomplished independent of the strictures of time, space, or direct social influence. In turn, they argue that the resulting ‘weak situation’ favors the stronger influence of individual attitudes and personality on absence, which they redefine as withdrawing from the task, a specific assignment or project. On the other hand, they submit that forces for increased teamwork will favor the increased impact of social control on absence, control that may be accompanied by workplace tension as teams face the realities of disciplining their own members.

We need to understand the cross-cultural similarities and differences in withdrawal behaviors and their determinants and consequences. Since the act of withdrawal can be measured in a culture-free way, the information gap in this area is surprising. Abrams, Ando and Hinkle (1998) determined that organizational identification predicted turnover intentions in both Britain and Japan, but that perceived social norms concerning turnover had less influence in Britain than in more collectivist Japan. Johns and Xie (1998) found that both Canadians and Chinese self-served, underreporting their own absenteeism and seeing their attendance records as superior to those of their peers. However, the Chinese also saw their workgroups’ attendance as much superior to that of their occupation, thus exhibiting group serving. Both similarities and differences in the perceived legitimacy of various causes of absence were observed across the two cultures. Addae and Johns (1998) described a cross-cultural model of absence legitimacy based on locus of control, time urgency, social support, and gender-role differentiation. More work of this nature is warranted.
To conclude, withdrawal research has a venerable history that has not suffered from the faddishness and fashion of much construct-centered work. On the other hand, it has suffered from a lack of theoretical development both within and beyond the core tenets of the basic withdrawal model. Much remains to be done.
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INTRODUCTION AND CROSS-CULTURAL NATURE OF THE TOPIC

The concept of unemployment is recognized by countries around the globe. In fact, unemployment has been identified as the major economic problem of the European Community in the 1990s (Smith, 1994). While some countries currently enjoy a low unemployment rate — e.g., Austria, Norway, and United States — others are experiencing high levels of unemployment — e.g., Australia, Finland, France, Germany, Italy, Spain (Organization for Economic Cooperation and Development, 1999), and China. Figure 13.1 provides standardized unemployment rates for seven leading industrial countries for a recent 13-year period.¹

Research on the psychological experience of unemployment has been conducted in many countries, including, but not limited to, Australia (e.g., Feather & O’Brien, 1987), Canada (e.g., Lay & Brokenshire, 1997), Sweden (e.g., Hammarstroem & Janlert, 1997), The Netherlands (e.g., Schaufeli, 1997), Iceland (e.g., Smari, Arason, Hafsteinsson & Ingimarsson, 1997), India (e.g., Singh, Singh & Kumari, 1998), Ireland (e.g., Joseph, Weatherall & Stringer, 1997), Israel (e.g., Eden & Aviram, 1993), New Zealand (e.g., Cullen, Shouksmith & Habermann, 1997), the United Kingdom (e.g., Furnham & Rawles, 1996), and the United States (e.g., Caplan, Vinokur, Price & Van Ryn, 1989). Because this literature is very extensive, page limitations prohibit a comprehensive review. Instead, this chapter seeks to give an overview of

This chapter reviews major research and issues regarding the psychological experience of unemployment. Current evidence depicts unemployment as a predominantly stressful life experience. Factors shown to predict variations in the negativity of the unemployment experience include individuals’ levels of financial hardship, commitment to employment, ability to structure time, social support, and coping. Research suggests job-search intensity and job-search interventions increase reemployment probability along with other critical factors such as the job seeker’s occupational area, qualifications, demographic background, and level of unemployment insurance. The increasing prevalence of layoffs are discussed along with how layoff survivors are affected. The review is couched within an international context, highlighting research and policies around the world, with a special focus on China’s current unemployment situation.
three important topics from the unemployment domain: (a) the stress-related impacts of unemployment, (b) successful job search and reemployment, and (c) layoff outcomes and best practices. While the chapter is based primarily on psychological issues related to job loss and reemployment, we have also sampled contributions from the economics and management literature.

At the end of the chapter we highlight one country’s special encounter with issues related to job loss and unemployment. Specifically, China, due to extensive economic reform, is now facing new and serious issues related to unemployment. China is of special interest as this country has 25% of the world’s population, and many of the world’s largest industrial firms view China as an important target market (Si & Bruton, 1999).

**IMPACT OF UNEMPLOYMENT**

**Average Impact of Unemployment**

A popular research question on the topic of unemployment regards how the experience impacts unemployed individuals’ psychological and physical well-being, and the well-being of their families. A multitude of studies exist on this topic, first initiated in the 1930s during the time of the Great Depression (see, e.g., Bakke, 1933; Jahoda, Lazarsfeld & Zeisel, 1971; Eisenberg & Lazarsfeld, 1938). Researchers have assessed the impact of unemployment through a variety of methodologies, including case studies; cross-sectional surveys comparing unemployed and employed individuals; longitudinal surveys following individuals over time as they move from employment into unemployment, or from unemployment into employment; and aggregate studies correlating national or regional unemployment rates with indices such as mental hospital admissions and suicide rates. Overall, this research has produced fairly consistent findings across different countries, showing that on the average, unemployment is associated with diminished psychological well-being (e.g., higher levels of anxiety and depression) and diminished physical well-being (e.g., higher levels of stress-related symptoms such as headaches and stomach aches). Evidence also suggests that the emotional and financial stressors associated with
unemployment may lead to other serious problems such as increased family conflict and even suicide. Several comprehensive reviews are available to outline these psychological and physical (cf. Fryer & Payne, 1986; Fryer, 1998; Kasl, Rodriguez & Lasch, 1998; O’Brien, 1986; Platt, 1984; Winefield, 1995), family (cf. Dew, Penkower & Bromet, 1991; Schliebner & Pereygo, 1994), and social (Ahlburg, 1986) related impacts of unemployment more specifically.

Despite the large number of narrative literature reviews that have addressed the impact of unemployment, only one meta-analysis to date has been published on this topic. The one identified meta-analytic study, completed by Murphy and Athanasou (1999), focused on longitudinal studies assessing mental health changes as individuals moved from employment into unemployment and/or from unemployment into employment. The authors limited their analysis to studies that were published between the years 1986 and 1996. The 16 longitudinal studies identified were from nine countries, including Australia, Britain, Denmark, Finland, Germany, Israel, The Netherlands, Norway, and the United States. In 14 of the 16 studies, individuals had significantly lower mental health scores while unemployed. Across the studies, a weighted effect size of .36 (standard error = .06) was calculated for mental health changes associated with moves from employment to unemployment, representing a decrease in mental health. A weighted effect size of .54 (standard error = .04) was calculated for moves from unemployment into employment, representing an increase in mental health.

The Murphy and Athanasou meta-analysis did not pay detailed attention to the personal and situational factors that might explain variations in the unemployment experience. For example, while the average experience of unemployment has been shown to be negative, not all individuals have a negative experience with their unemployment (cf. Hartley, 1980; Fineman, 1983). Several factors have been shown to explain variations in the unemployment experience. We now turn to a discussion of some of these factors.

Predictors of the Impact of Job Loss

Some of the more salient factors that have been shown to explain variations in the unemployment experience include (a) financial resources, (b) employment commitment, (c) the ability to structure one’s time, (d) social support, and (e) coping strategies.

Economic Hardship

Individuals who are unemployed differ in the amount of economic hardship they experience. Some individuals have savings to rely on, or spouses that work. Others are able to pay for expenses by living on government-provided unemployment benefits. Several studies have shown that economic hardship is positively related to distress levels experienced by individuals and their families while unemployed (e.g., Payne & Hartley, 1987; Ullah, 1990; Yeung & Hoffarth, 1998). In fact, studies in The Netherlands (Schaufeli & VanYperen, 1992), the United States (Kessler, Turner & House, 1987), and the United Kingdom (Rodgers, 1991) found that a large proportion of the impact of unemployment can be explained by financial hardship. It has also been suggested that levels of psychological distress due to unemployment may be lower in countries with high levels of government financial support for the unemployed (Schaufeli & VanYperen, 1992).

Employment Commitment

Employment commitment (or work role centrality) has been conceptualized as an aspect of work ethic that encompasses how important having a job and working are to a person (Warr, 1983). Several studies have shown that higher levels of employment commitment are related to higher levels of psychological distress during unemployment (Jackson, Stafford, Banks & Warr, 1983; Rowley & Feather, 1987; Stafford, Jackson & Banks, 1980; Ullah, Banks & Warr, 1985). In their longitudinal study of 16-year-old school leavers in England, Jackson et al. (1983) demonstrated that individuals who moved from employment into unemployment had a larger increase in psychological distress when they were high in employment commitment rather than low. On the other hand, when individuals high in employment commitment moved from unemployment into employment, they experienced a larger decrease in psychological distress than those who were low in employment commitment.

Time Structure

Another important factor that may influence reaction to unemployment is an individual’s ability or inability to structure and plan his or her time during unemployment (DeFrank & Ivancevich, 1986; Jahoda, 1982). Most working individuals become adapted to a pattern of eating, working, sleeping, taking leisure time, and visiting with friends and family. The loss of a job affects this temporal pattern, and some people have great difficulty structuring their time after job loss. For example, in Fineman’s (1983) interview study, some individuals remarked they were used to working and that it was hard to fill a day’s time. Several studies have subsequently found that the ability or inability to keep busy and to structure one’s day appears to be related to the psychological and physical health of unemployed individuals (Bond & Feather, 1988;
Brenner & Bartell, 1983; Feather & Bond, 1983; Hepworth, 1980; Kilpatrick & Trew, 1985; Swinburne, 1981; Wanberg, Griffiths & Gavyn, 1997). Research has shown similar findings in the retirement literature (see, e.g., Talaga & Beehr, 1989).

**Social Support**
Similar to results showing the important benefits of social support during other stressful life events (cf. Kessler, Price & Wortman, 1985), research has shown that individuals who report higher levels of social support during unemployment exhibit higher psychological and physical health (Gore, 1978; Turner, Kessler & House, 1991; Ullah et al., 1985). In addition to finding support for the direct effects of social support on well-being, studies have suggested that social support may be particularly helpful for individuals who are experiencing the most stress during unemployment (e.g., supporting a buffering effect; Mallinckrod & Bennett, 1992). Research further suggests that support from a significant other is associated with job seekers having positive attitudes toward the job search and exhibiting more job-search behaviors (Vinokur & Caplan, 1987; Wanberg, Watt & Rumsey, 1996). Unfortunately, it seems that stressful aspects of the unemployment experience provide an atmosphere that is not highly conducive to social support (Atkinson, Liem & Liem, 1986; Liem & Liem, 1990). For example, in a study of 815 recently unemployed job seekers and their spouses, Vinokur, Price and Caplan (1996) found that financial strain had significant effects on experienced depression. This depression was associated in turn with a decrease in social support and an increase in social undermining (e.g., criticism and displays of anger or dislike) of the spouse toward the job seeker.

**Coping Techniques and Methods**
Job loss creates a discrepancy between unemployed individuals’ present and desired states. This imbalance leads individuals to engage in various coping strategies (Latack, Kinicki & Prussia, 1995). Coping strategies used by unemployed individuals might include proactive strategies, such as focusing time and energy on looking for a job (proactive search), keeping busy and working on ways to save money (nonwork organization), and thinking about one’s skills and qualifications (positive self-assessment), and/or avoidance strategies, such as trying not to think about what happened (distancing from loss), or thinking that there are more important things in life than having a job (job devaluation) (Kinicki & Latack, 1990). Research in the United States and Hong Kong has suggested that use of nonwork organization, positive self-assessment, and distancing by individuals is associated with higher mental health during unemployment (Gowan, Riordan & Gatewood, 1999; Lai & Wong, 1998; Wanberg, 1997). Wanberg (1997) reported that proactive search was negatively associated with mental health among individuals who perceived their chances of finding a job were low. Yet, higher proactive search was positively associated with finding a job. A further discussion of the role of coping in the unemployment experience can be found in Leana and Feldman (1990, 1992), Leana, Feldman and Tan (1998), and Smari et al. (1997).

**Summary**
Overall, unemployment has been shown to be a stressful life experience that is associated with lower levels of psychological and physical health, and increased marital conflict. Not all individuals experience unemployment in the same way, however. Unemployment seems to be especially difficult for individuals with higher financial strain and employment commitment, and lower time structure, social support, and coping. Fortunately, research has shown that individuals moving from unemployment into employment generally experience increased well-being. Given there are multiple interests (both individual and societal) in moving individuals back into work, the next section reviews research that has examined factors associated with successful reemployment.

**JOB SEARCH AND REEMPLOYMENT**
A growing amount of research has been devoted to understanding what variables are associated with successful reemployment. In this section we first describe the importance of job-search intensity and job-search methods to the reemployment process. Second, we discuss the relationship of occupational area, qualifications, and demographic variables to reemployment outcomes. We then address empirical work that has studied the relationship between levels of unemployment insurance and reemployment. Last, we address job-search skill interventions and their potential to aid the reemployment process.

**Job-Search Intensity and Job-Search Methods**
Extensive data indicate that higher job-search intensity (spending more time and effort on the job-search process) is related to faster reemployment. Barron and Mellow (1981) reported that a 10-hour increase per week in job search intensity increased the reemployment probability in the next month for the average unemployed individual in their sample by about 20%. Stumpf, Austin and Hartman (1984), in a longitudinal study of 78 graduate
students in business, found that time spent thinking about career possibilities was positively related to whether a job offer was received. Saks and Ashforth (1999), in a study of university graduates, found that active job-search behavior (e.g., sending out résumés and having job interviews) predicted employment status at graduation, while preparatory job-search activities (e.g., analyzing self-interests and abilities and preparing a résumé) predicted employment status four months after graduation.

Evidence is less clear regarding whether higher job-search intensity pays off in terms of helping individuals find better jobs. Wanberg (1997) found that higher job-search intensity during unemployment was related to higher levels of job satisfaction once reemployed. Brasher and Chen (1999), however, reported no relationship between duration of job search, number of interviews, and number of offers with job/school match or starting salary. Because this study did not control for the qualifications of the job seekers, the authors noted that it is possible that job seekers with higher qualifications are able to acquire high quality jobs with fewer interviews.

Research has also examined the use and effectiveness of different job-search methods or techniques in relation to employment outcomes. This research highlights the importance of personal networks in the job-search process. For example, Reid (1972) reported that approximately 33% of 876 engineering and metal-trade workers in England found jobs through friends and family during the period between 1966 and 1968. More recently, Wanberg, Kanfer and Banas (2000) reported that 36.3% of job-seekers in a Midwestern state in the United States (representing a variety of industries and occupational levels) found jobs through either talking to friends, family, or previous coworkers or through ‘networking.’ This was in contrast to job seekers who found jobs through want ads/advertisements (30.8%), employment agencies (11.5%), job fairs (3.3%), the World Wide Web (2.2%), and other (16.5%). DeGraaf and Flap (1988) found social networks to play an important role in job acquisition in West Germany and the Netherlands, and Bian (1997) discusses personal networks in China. Despite the fact that jobs are often found through networking, data from Wanberg et al. (2000) suggest that individuals should use a variety of job-search methods in a job search and should not rely on networking alone.

While not a job-search method per se, Schmit, Amel and Ryan (1993) examined the relationship between ‘assertive job-search behavior’ and reemployment. Specifically, 202 job applicants were asked how likely it was that they would use assertive behaviors in their job search, such as asking an employer who did not have openings if he or she knew of other openings. For each of 25 different statements, the applicants responded on a scale from (1) very unlikely to (6) very likely. Schmit et al.’s results showed that, after controlling for cognitive ability as measured by scores on the General Aptitude Test Battery, a one-point increase in assertive job-search behavior was associated with an 8% increase in probability of reemployment.

Given the demonstrated importance of job-search intensity and methods to the reemployment process, research has begun to examine individual difference predictors of job-search behavior. Several studies, for example, have now shown that job-search self-efficacy (or self-rated competence at job-search activities) is related to higher levels of job-search activity (e.g., Eden & Aviram, 1993; Ellis & Taylor, 1983; Kanfer & Hulin, 1985; Lay & Brokenshire, 1997; Saks & Ashforth, 1999; Wanberg, Kanfer & Rotundo, 1999b). Also important in motivating higher levels of search intensity are (a) the desire to work and earn money (Feather & O’Brien, 1987; Vinokur & Caplan, 1987; Wanberg et al., 1999b) and (b) the receipt of support for the job search from a significant other (Vinokur & Caplan, 1987; Wanberg et al., 1996). Finally, research has also shown that general characteristics of the person, such as levels of achievement motivation, conscientiousness, motivational control, extroversion, and self-esteem are related to higher levels of job-search intensity (e.g., Schmit et al., 1993; Sheppard & Belitsky, 1966; Wanberg et al., 1996; Wanberg et al., 2000; Wanberg et al., 1999b).

Fewer studies have examined what types of individuals gravitate to certain job-search methods. For example, do some individuals rely more heavily on techniques that require little human contact (e.g., sending out résumés and filling out applications) rather than those that involve more human contact (e.g., networking and contacting employers on the telephone)? Providing some answers to this question, Caldwell and Burger (1998) found that extroversion, along with openness to experience and conscientiousness to a lesser extent, was correlated with college students’ use of social sources (e.g., talking to others) as a means of preparing for job interviews. Wanberg et al. (2000) found that extroversion and conscientiousness were associated with higher use of both networking and traditional job-search methods. Level of comfort with engaging in networking was, however, uniquely associated with networking intensity.

**Occupation, Experience, and Demographic Variables**

Research has further shown individuals’ occupational area, qualifications, and demographic characteristics to be related to finding employment. First, some occupational areas are in higher demand than others. Individuals who are in occupations that are in low demand may have a difficult time finding a
job. In both Europe and the United States, there is a
high demand for workers with high levels of educa-
tion and training, especially in professional and
technical occupations that cannot be automated or
computerized (Adnett, 1996; Silvestri, 1995). Some
countries (e.g., United States and Australia) use
occupation and industry data, along with other cri-
teria, to ‘target’ or identify job seekers with a higher
risk of long-term unemployment. Individuals identi-
fied as high risk may then be encouraged or
required to participate in reemployment programs
such as job-search workshops, or if appropriate,
job retraining or self-employment assistance
(Balducchi, Johnson & Gritz, 1997).

Individuals with more impressive qualifications
also generally find jobs faster. For example, in a
sample of college graduates, Marshall (1985) found
that successful job seekers were those who had
more impressive job references, higher GPAs
.grade point average in their fields, and were
employed at least part time when the survey was
taken. Overall GPA, volunteer experience, club mem-
berships and leadership experiences, and number of
paid jobs held that were related to career objectives
did not differentiate the successful and unsuccessful
job seekers. Steffy, Shaw and Noe (1989), in another
study of college graduates, found that GPA was
positively associated with number of interviews and
negatively associated with search stress.

Finally, research has shown demographic vari-
ables are related to reemployment speed. For exam-
ple, the literature in the United States has illustrated
that women, minorities, older workers, and individ-
uals with less education tend to experience longer
unemployment durations (Falllick, 1996; Kletzer,
1998). The possible causal mechanisms (e.g., lower
motivation to find a job, discrimination, in experi-
ence with job-search techniques and methods)
behind the associations between demographic vari-
able and length of unemployment are clearly
multifaceted and need further examination. For
example, older individuals may take longer, on the
average, to find work due to age discrimination,
lower levels of education, obsolete skills, lower
expectancies for finding work, or perhaps because
their job-search or interview styles differ from
younger individuals.

Levels of Unemployment Insurance

Several studies in the economic literature have
examined the relationship between levels of unem-
ployment insurance, job-search, and reemployment
outcomes. Unemployment insurance (UI) refers to
government-sponsored systems of financial bene-
fits that eligible individuals receive while unem-
ployed. In the United States, individuals are not
eligible for UI when they have entered unemploy-
ment voluntarily, been fired for misconduct, or have
not made efforts to search for new employment
criteria and the extent and duration of UI benefits
differ widely from country to country (Atkinson &
Micklewright, 1991; Storey & Niesner, 1997) so
empirical results should be generalized across coun-
tries with caution.

A positive function of UI is that it provides
unemployed individuals with at least some financial
security during an unemployment spell, and it helps
to retain purchasing power during an economic recession (Blaustein, O’Leary & Wandner, 1997). It
has also been suggested that because UI reduces the
financial urgency of becoming reemployed, individ-
uals may be able to take the necessary time to
find a job that will fit their skills and needs, rather
than having to take the first job that they come by.
A few studies are supportive of the notion that UI
benefits may allow individuals to be more selective
in their job search. In an analysis of 823 young
males who experienced a permanent layoff in 1976
or 1977 in Canada, Belzil (1995) found that indi-
viduals who were further from exhausting their ben-
efits desired a higher starting wage. Conversely, as
individuals were closer to exhausting their unem-
ployment benefits they were willing to accept a
lower starting wage. Additionally, there is some
evidence suggesting that UI benefits that come
close to replacing all of a displaced worker’s previous
wages are associated with higher wages in sub-
sequent employment (Ehrenberg & Oaxaca, 1976).
Overall, however, it is surprising how little research
has tried to examine the potentially positive conse-
quences of UI provision. Blaustein et al. (1997)
noted ‘Attempts to measure the favorable job search
effects of UI have been few and have not been
regarded as satisfactory’ (p. 26).

More research attention has been focused on the
idea that UI may dull the incentive or urgency to
find work. This research tends to show that the
 provision and level of UI is related to a decreased
speed of reemployment (cf. Barron & Mellow,
Canada’s 1986 Displaced Worker Survey, showed
that the median jobless duration of female UI recip-
ants was close to 47 weeks, while the median
length of unemployment for female nonrecipients
was 10 weeks. The median length of unemployment
for male UI recipients was 34 weeks, versus six
weeks for male nonrecipients. Several studies in the
United States and Canada have also plotted reem-
ployment frequencies by weeks on unemployment
insurance. These studies show large spikes of reem-
ployment at 26 weeks (United States) or 50 weeks
(Canada), corresponding to the number of weeks
that most individuals are eligible for unemployment
insurance in that country (cf. Addison & Blackburn,
1997; Katz & Meyer, 1990). To some, this looks
suspiciously like individuals wait to look for or
to take jobs until their benefits are about to be
terminated. Consistent with this explanation, it seems that individuals who have several weeks of unemployment insurance left do not look as hard for a job. Barron and Gilley (1979) reported that the number of weeks remaining to receive unemployment insurance benefits was related to the number of hours individuals report looking for a job each week. Specifically, an increase by one month in time left to receive unemployment insurance was associated with a reduction of job-search intensity of 6.5%. Although this might suggest that unemployment benefits should be reduced, Atkinson and Micklewright (1991) argue that only very large cuts in benefits would lead to substantial reductions in unemployment.

**Job-Search Interventions**

Job-search interventions have also been studied as a means of increasing both the speed and quality of reemployment. While a number of possible job-search interventions exist, we focus here on a successful large-scale project developed by researchers at the University of Michigan in the United States (Caplan et al., 1989). We choose this intervention as an example because the researchers carefully used the psychological literature to inform the design of a job-search skills training program (known as JOBS I) for recently unemployed individuals. According to Caplan et al. (1989) the eight-session program was designed to:

1. establish trust between the participants and the workshop leaders;
2. increase the motivation of workshop participants;
3. build the skills necessary to conduct an effective job search;
4. acquire the skills necessary to cope with rejection and setbacks, and
5. build social support among participants.

Several articles have documented the success of the JOBS workshop (cf. Caplan et al., 1989; Price, Van Ryn & Vinokur, 1992; Van Ryn & Vinokur, 1992; Vinokur, Price & Caplan, 1991; Vinokur, Van Ryn, Gramlich & Price, 1991). In comparison to a randomly assigned control group, individuals who attended the JOBS I workshops were reemployed faster, reported a higher quality of working life, and were more likely to have found higher-paying jobs in their main occupation.

Vinokur, Price and Schull (1995) reported an extension and replication of JOBS I (known as JOBS II). Both short- and long-term follow-up studies supported consistent and significant beneficial effects of the workshop (Vinokur et al., 1995; Vinokur, Schull, Vuori & Price, in press). These studies also demonstrated that the JOBS II workshop was most useful for individuals defined as at a higher risk for depressive symptoms and individuals with low levels of mastery (i.e., low job-search self-efficacy, low locus of control, and low self-esteem). Vinokur and Schull (1997) reported that the JOBS II intervention seemed to work by giving participants, especially those defined as high risk, a stronger sense of mastery. While the majority of the research on the JOBS program has been conducted in the United States, an effectiveness trial of the JOBS program is currently in progress in Finland and China, and beneficial results from similar job-search workshops have been reported in Israel (Eden & Aviram, 1993).

**Summary**

Several variables have been shown to be related to speed or probability of reemployment. Research has shown that job-search intensity, job-search method, occupational skill area, qualifications, demographics, and levels of unemployment insurance are all relevant to reemployment outcomes. Several additional variables (e.g., job-search self-efficacy) seem to be indirectly related to reemployment outcomes through their associations with job-search intensity. Finally, research regarding job-search skill interventions has shown that such interventions can increase the speed and quality of reemployment, especially for individuals with low levels of mastery or self-efficacy.

**LAYOFFS: PREVALENCE, OUTCOMES, AND INTERNATIONAL VARIATIONS**

Up to this point we have concentrated on the experience of not having a job and searching for work. It is also useful to directly discuss the increasing prevalence and scope of layoffs within the global economy, and the extent to which layoff procedures may have impacts on both survivors of the layoff and the individuals who are laid off. Finally, we discuss international variations in layoffs and job insecurity.

**Layoffs: Increasing Prevalence and Scope**

Layoffs refer to planned, permanent reductions in the number of individuals employed by an organization\(^2\). These planned reductions have been shown to be the consequence of factors such as loss of market share, changes in management structure, and low productivity (Budros, 1997). Layoffs have become more common in the United States, and increasingly, throughout the world (Cappelli, Bassi, Katz, Knoke, Osterman & Useem, 1997). Data shows a consistent, but mild, upward trend in
involuntary job loss during the 1990s for the United States, even in the midst of a strong economic environment (Aaronson & Sullivan, 1998). Similarly, there was a dramatic reduction in manufacturing and mining sector jobs during the 1980s in the United Kingdom (Nolan, 1994). Even countries where downsizing is uncommon, such as Germany and Japan, have increasingly resorted to reduction in hours worked per employee and hiring freezes to adjust to market fluctuations (Usui & Colignon, 1996).

Besides increases in the numbers of layoffs, there has also been an increase in scope. In the 1960s and 1970s, layoffs mainly affected production workers and recent recruits, but management, professionals, and even those with high levels of seniority are increasingly targeted for reductions (Cappelli et al., 1997). Research has shown that downsizing during the late 1980s and early 1990s resulted in more layoffs for managers and supervisors than production and direct service workers (Cappelli, 1992). Other data shows that males and individuals with a college education are increasingly likely to be laid off (Schmidt & Svorny, 1998). This shift in the target of layoffs is socially significant because a segment of the workforce which considered its employment status secure must now face the possibility of job loss (Budros, 1997).

Reactions to Layoffs and Methods for Improving the Layoff Process

As a consequence of the increasing prevalence of layoffs, several studies have examined how layoff survivors (individuals who are not laid off) and layoff victims (individuals who are laid off) are affected by the layoff of others. First, the reactions of layoff survivors has been a topic of great concern. Often, there are increased job responsibilities thrust upon these employees at the same time that they may be most skeptical about their employer and anxious about their futures (Kozlowski, Chao, Smith & Hedlund, 1993). Considerable evidence shows that layoffs are associated with a fear of involuntary job loss, or perceived job insecurity, among those who remain (e.g., Roskies & Louis-Guerin, 1990). Individuals who believe their job status is highly insecure have been shown to have increased intentions to quit, increased somatic complaints, and decreased organizational commitment, trust, and job satisfaction (Ashford, Lee & Bobko, 1989; Roskies & Louis-Guerin, 1990).

Besides fear of losing a job, many of those who remain experience negative reactions toward the organization stemming from the manner in which layoffs were conducted. One important determinant of attitudes toward organizations is the degree to which consistent, equitable, and compassionate procedures are followed during layoffs (Brockner & Greenberg, 1990). A lack of these characteristics is associated with a decrease in organizational commitment and increased intention to turnover among those who retain their jobs (Brockner, Wiesenfeld, Reed, Grover & Martin, 1993). Employees may fear that they will receive similar treatment if the company conducts more layoffs, or they may be angry about the treatment given to their former coworkers. When justifications for the layoff, such as technological change or economic necessity, are present, layoffs are seen as more fair (Rousseau & Anton, 1988).

As with survivors, those who are laid off react more positively to organizations which are seen as following fair procedures (Konovsky & Folger, 1991). In a study of individuals laid off from a variety of organizations, Wanberg, Bunce and Gavin (1999a) found that perceived fairness was highest among individuals who reported that their organizations had given them adequate levels of explanation about how and why termination decisions were made, and adequate opportunities to attempt to modify layoff procedures. The Wanberg et al., study demonstrated why it might be in an organization’s interest to implement layoff procedures that will be seen as fair. In their study, perceived unfairness was associated with a lower willingness to endorse the terminating organization in the future, a higher desire to sue the terminating organization, and a lower willingness to be committed to future employers.

In response to the growing number of workforce reductions, a special panel of business and government leaders who had presided over layoffs was convened by the US government. The most consistent factor mentioned by all members of this group was the importance of communication during the transition period (Downsizing Study Team, 1997). The team emphasized that communication must (1) begin early in the process, (2) include ample opportunities for employees to voice their concerns so the organization can address them, and (3) continue in every stage of the downsizing process. Good communication was linked to the ability to assist those losing their jobs as well as maintaining morale among those who remained.

Other research speaks to the usefulness of employers giving advance notice of layoffs. Preliminary research on this topic suggests that advance notice of layoffs reduces the duration of unemployment following a layoff (Ehrenberg & Jakubson, 1988). Addison and Blackburn (1997) further demonstrated that advance notice has a small, but positive, effect on helping laid-off individuals avoid unemployment completely. Others have expressed reservations regarding advance notice based on the theory that workers will reduce effort, quit, or engage in sabotage following issuance of a plan to conduct layoffs. This is a difficult issue to resolve definitively. For example, while there is not a dramatic increase in quits and
the most productive workers do not appear to be more likely to leave following announcements of layoff plans (Addison, 1989), this may be because employers are less likely to give advance notice to workers who are most likely to leave (Fallick, 1994). Research to estimate these effects in the future is somewhat complicated because legal changes mean there is no longer sufficient variability in provision of advanced notice to reliably estimate effects in cross-sectional data.

In sum, while research demonstrates that survivors and former employees experience negative reactions to layoffs, research has just as consistently demonstrated that organizations can take actions to increase perceptions of fairness. On a broader level, the research on justice theory suggests that even if people do not like the outcome of a situation, they will react less negatively if consistent, well-elaborated, and humane rules are followed (Brockner & Wiesenfeld, 1996). By extension, organizations conducting layoffs can improve their outcomes by acting in accord with these principles.

International Variations in Layoffs and Job Insecurity

There is wide variation in how nations respond to the possibility of layoffs. Here we compare government and corporate policy and their impact on job-loss experiences. While not explicitly discussed here, it is worth noting that labor unions play a major role in bargaining for and enforcing employment security provisions and in lobbying for greater government intervention (cf. Houseman & Abraham, 1995; Salvanes, 1997).

The United States and United Kingdom have generally allowed market forces to determine the optimal timing and level of job reductions. Businesses in these nations have great freedom to determine when and whether to reduce head count. This principle is codified in US case law as ‘employment at will,’ meaning that either employees or employers have the right to terminate the relationship at any time for any reason (Perritt, 1998). Free-market advocates point out that a flexible market is best able to adjust to changing conditions and improve transitions between firms and industries as needed; empirical research supports the proposition that less regulated labor markets are associated with lower unemployment (Lazear, 1990).

Western European countries have invoked strong legal regulations on layoffs. For example, German employers are prohibited from layoffs unless they can demonstrate that less drastic procedures like increasing part-time work or transfers cannot resolve their problems (Abraham & Huseman, 1995). The government will even make up for wages lost if hours per employee are cut, so the firm is able to lower labor costs without reducing head count, and workers are no worse off (Abraham & Houseman, 1995). Another example of European policy is mandatory severance benefits for those who have been laid off. At the extremes, Spain requires employers to provide almost 14 months of severance wages, Italy requires almost 16 months, and France requires approximately five months (Lazear, 1990). Severance packages both ease the strain of layoffs and induce employers to engage in layoffs only as a last resort.

Japan has taken a route quite different from either of the aforementioned. Rather than using government policy to secure employment security, Japan has developed a unique corporate structure that encourages long-term relationships. The system known as ‘lifetime employment,’ in which an employee enters a company at a young age and remains with this company until retirement exemplifies this tendency. Promotions are granted based on seniority (nenko), further encouraging long-term employee–employer bonds. It should be noted that this connection is not legally binding, but results from psychological and cultural expectations that have developed over the years (Billesbach & Rives, 1985). Japanese managers highlight the virtues of this strong commitment as a mechanism for both developing loyalty, as well as its usefulness in ensuring that management will be able to recoup its investments in training (Peterson & Sullivan, 1990). Large-scale research on work values found that Japanese workers are more likely than German or American workers to endorse work as a central life interest, and rate the economic returns from work as relatively unimportant (England & Quintanilla, 1989).

Unfortunately, this unique structure appears to be straining under its own weight. As the workforce ages, the nenko promotion system seems less tenable, because it tends to concentrate huge numbers of employees in the high-paying ranks of senior management, making it difficult to hire new applicants (Peterson & Sullivan, 1990). Some have suggested that not only are Japanese being forced to confront changes in lifetime employment due to changes in the economy, but that a change in attitudes is occurring. Schwid and Peterson (1985) conducted interviews with Japanese work trainees and found that younger Japanese valued individualistic goals more highly than their elders. In a cross-cultural study, Kawakubo (1987) actually found that Japanese workers reported lower commitment to their employer and believed that layoffs were more likely than their American counterparts. It appears that Japanese workers have begun to recognize the possibility that lifetime employment is eroding.

Summary

Layoffs appear to be related to negative reactions toward an employer, even among those who do not
lose their jobs. However, actions taken to respond to the concerns of employees have been shown to reduce perceptions of unfairness. There are wide variations between nations in how layoffs are viewed and the legal regulation of workforce reductions. In general, research on policies shows a trade-off between efforts to reduce involuntary job loss and organizations’ ability to adjust payrolls to correspond to market conditions.

UNEMPLOYMENT IN CHINA

In this section we describe China’s efforts to move from a planned (government controlled) economy to a market economy, and the extent to which these changes have introduced serious unemployment issues. We discuss the actions the Chinese government has taken to help the unemployed, and we note the significant need for empirical research on the unemployment experience in this country.

Background and Current Situation

Before the policy of economic reform and opening was carried out during the late 1970s in China, state enterprises (SEs) were almost completely controlled by the government, under the policy of a planned economy. SEs did not compete with one another or with companies from other countries. They did not have to consider their economic efficiency, and SEs were never driven to adjust staffing levels to meet market requirements. Workers at SEs also enjoyed high social status. SEs provided almost all of their workers with lifetime jobs. These lifetime jobs were protected by law in China, unlike voluntary corporate protections in Japan. SEs were also responsible for much of their employees’ welfare by providing food, clothing, housing, medical care, and retirement pensions. In spite of this, there was no central social welfare system in China. If a worker quit an SE, he or she would not receive any support directly from the government. Overall, in the prereform period SEs were not driven to improve and Chinese workers were tightly bound to the SEs they worked for.

When Chinese leader Deng Xiaoping began his policy of reforming and opening, which included the decisive step of transforming China’s planned economy to a market economy, SEs began to assess how well their human resources policies satisfied market requirements. Competition, and the possibility of going out of business, urged SEs to seriously consider their economic performance. In previous periods there was government support for work stabilization and retention of surplus workers. In the mid-1990s, especially after Premier Zhu Rongji came into power, ‘promoting economic benefits by downsizing,’ was used as a political slogan to encourage greater flexibility in employment levels. The change in policy coupled with economic hardship drove SEs to begin mass layoffs. SEs laid off 6,340,000 workers in 1997 and 6,100,000 in 1998. SE layoffs were predicted to reach 6,000,000 in 1999 (Mo, 1999). Official statistics state that China’s urban rate of unemployment in 1998 was at 3.1%, unchanged from the year before (‘A million Chinese jobs to disappear,’ 1999). However, experts widely agree that this is a gross underestimate of the true unemployment situation in China (see, e.g., Segal, 1999). The official tally is for urban workers only and reportedly leaves out (a) workers who still report to their work units even though there is no work for them to do, (b) individuals who have not registered with the employment bureau, and (c) thousands of individuals who are laid off but who believe they will be called back.

Main Measures of Chinese Government

To ensure social stability is maintained during this turbulent period, the government has established a series of policies and legislation to assist the unemployed including:

1. a monthly payment based on what was established to be a minimal standard of living;
2. a cost-sharing system between the government and the SEs (i.e., a social security system) to address retirement pensions and medical treatment;
3. loans designed to assist small enterprises, so that they can create new jobs (Lin, 1999);
4. free training to improve job skills;
5. encouragement of academic discussion and studies on the methods and effects of training (The Beijing Labor and Social Insurance Bureau, 1999);
6. requiring enterprises to form reemployment centers to provide information, registration, and compensation for laid-off workers. These centers are supplemented by separate government-sponsored reemployment centers.

Despite these measures, the layoff problem remains serious. First, the social security system for the unemployed is still in its early stages. Second, social services for reemployment are not achieving their goals. To date, they have not provided enough training in marketable job skills for laid-off workers. Third, in addition to SE layoffs, there are two other sources of labor with which laid-off workers must compete. First, the population level in China provides millions of newcomers to the labor market every year. The number of new entrants to the labor force has been estimated at 5,660,000 in 1999. The other source of surplus laborers consists of an estimated 107,810,000 peasants separated from the
land during reform in rural areas in the 1970s and living in cities today. Many of these former peasants came to cities for employment (The National Developmental Program for Labor and Social Insurance, 1999). Many of those laid off in urban centers do not find work, while laborers from the countryside have been able to acquire jobs. For example, although 1,000,000 people from across the country came to Beijing and found jobs, over 100,000 Beijing natives remain unemployed. The combination of newcomers and former peasants makes openings available for laid-off workers even more scarce than they would be otherwise. It is estimated that the reemployment rate of SE layoffs was just 30% in 1999 (Mo, 1999).

Unemployment Research in China

Empirical research on the experience of unemployment is in its infancy in China. The Chinese government, however, has begun to support and encourage such research. A recent study by Shi (1999) studied attributions for layoffs among Chinese who had formerly worked for large SEs. This study assessed the extent to which respondents provided internal (lower education, not working hard, older, etc.) or external (government policy, SEs being irresponsible, leaders of SEs lacking ability, etc.) interpretations of their unemployment. This study showed that those who had lost jobs attributed their unemployment largely to external factors. While it is not unreasonable for Chinese to have external attributions for their unemployment, having such attributions may lead individuals to wait for the government to solve their unemployment problems. Even worse, many do not really think that they are laid off. On the contrary, they still consider themselves part of their former SEs, and believe they will return to the SEs some day.

Shi’s (1999) investigation also found when a worker was laid off, emotions and behavior tended to change in a shock–optimistic–hopeless pattern. At first, because those who were laid off were not ready to be dismissed, they showed signs of shock. Then, when they began their job search, they tended to be blindly optimistic. However, because many were older, had few skills, and were short of experience in searching for jobs, they lost self-confidence as they failed again and again to find work, until at last they felt hopeless.

Research in China is also beginning to examine factors predictive of job-search intensity and reemployment. Song (1999) found significant relationships between job-seeking self-efficacy, motivation control, and job-seeking frequency among Chinese unemployed. Job-seeking frequency during unemployment also predicted higher job satisfaction among reemployed individuals. Song (1999) further showed that as individuals moved from unemployment into reemployment, mental health increased. The mental health of continuously unemployed people deteriorated during the three-month period of the study. High-quality reemployment significantly improved mental health, but low-quality reemployment had no effect on mental health (Song, 1999). The results of this study closely resemble results found in the United States (cf. Wanberg 1995; Wanberg et al., 1999b).

Summary

Organizational downsizing is new to China, and its implementation has had a tremendous impact on the country. The unemployment situation in China is currently a serious one, and is receiving a great deal of attention. Our short ‘spotlight’ on China sought to provide information on some of the unemployment-related issues faced by this country as it grapples with economic reform.

FUTURE RESEARCH AND CONCLUSIONS

Studies of the stress-related impact of unemployment have been conducted in industrialized countries across the world. Across these countries, there is convergence in findings that unemployment is associated with psychological and physical distress. Given the many studies that have been conducted on this issue, additional effort should be taken to statistically analyze findings across studies. The only published meta-analysis to date in this area (Murphy & Athanasou, 1999) limited analysis of the relationship between unemployment and psychological health to longitudinal studies conducted between the years of 1986 and 1996. Future meta-analytic work on the health-related impact of unemployment should include (a) longitudinal studies conducted before 1986, (b) cross-sectional studies, (c) studies on physical health, and (d) a more extensive examination of moderators. Studies examining moderators of the unemployment experience across countries will also be valuable. One factor that differs across both individuals and cultures and is potentially important is uncertainty avoidance (Hofstede, 1980). Individuals and cultures that have a high need for certainty may have a more difficult time with unemployment. Levels of financial assistance provided to unemployed individuals and the extent to which unemployment is viewed as a social stigma in the different countries would clearly be important as well.

In comparison to the extensive research on the experience of unemployment, less research has focused on job search and how to facilitate reemployment. Research is needed to clearly delineate the predictors of job-search behavior and successful reemployment. This research should build upon literature from both psychology and economics.
(McFadyen & Thomas, 1997). Relevant work regarding job choice (e.g., Schwab, Rynes & Aldag, 1987; Stevens & Beach, 1996) and applicant behavior in the employment interview (e.g., Paunonen, Jackson & Oberman, 1987; Tessler & Sushelshsky, 1978) that has not thus far been effectively applied to the study of the job search and reemployment of unemployed adults should also be considered. Additionally, research is needed to examine the needs of job seekers in the job-search domain and to build existing knowledge into interventions. For example, what types of help might most benefit job seekers, and at what cost? Cross-cultural examinations of job-search activity and speed of reemployment might attend to cultural variables such as activity orientation (whether value is placed more on achievement and working or on enjoying life; Kluckhohn & Strodtbeck, 1961). Greater priority may be placed upon the job search in cultures that value achievement and working.

Another focus of our chapter was on the increasing prevalence of downsizing. While a growing amount of research has examined employees’ attitudinal reactions to these cutbacks, several questions remain. For example, research has shown that layoff survivors who perceived the layoffs that occurred in their organizations as unfair are less satisfied with their jobs and report lower commitment to their employers. Yet, there have been almost no comparisons of attitudes between surviving employees in downsizing organizations and employees in nondownsizing organizations. In the search for moderators of reactions to layoffs main effects have been largely ignored or assumed to exist. Future research might additionally attend to behavioral and organizational outcomes. Topics which are beginning to receive more attention include violence following layoffs (Catalano, Novaco & McConnell, 1997) and overall profitability of layoffs (Palmon, Sun & Tang, 1997). Important questions remain regarding turnover rates among those who remain after layoffs and the impact of layoffs on actual work performance.

Cross-cultural research examinations of the outcomes associated with downsizing might benefit from the social comparison point of view offered by Brockner, Konovsky, Cooper-Schneider, Folger, Martin and Bies (1994). These authors suggest that national culture can have an important role in shaping employee perceptions of layoffs. For example, if downsizing is not used by other organizations in a culture, it may be seen especially negatively. Interviews with Japanese supervisors confirm that layoffs are often avoided because of the negative reaction it would generate among current employees and potential consumers (Usui & Colignon, 1996).

Our chapter took a brief look at the unemployment situation in China, where unemployment is a prominent issue. Research there on unemployment is in its infancy. Given the differences in culture, government, and the unique issues surrounding the emergence of unemployment in China, it is necessary to empirically assess the extent to which existing research generalizes to the Chinese situation. Also critical is research that sheds light on the reluctance of Chinese workers to take jobs that are not with large state enterprises. Examination of Chinese ‘face-saving behavior’ and its associations with reactions to unemployment would also be interesting. As the unemployment situation has evolved in China, employment counselors have found that face saving seems to prevent those who have been laid off from obtaining help. The face effect is so strong that married individuals in China may even hide the fact of being laid off from each other.

Overall, there is a wealth of information available on the experience of unemployment, and empirical research on this topic is being conducted in many countries. As with any other area of research, research in the area of unemployment has grown over the years in terms of its methodological sophistication. Future research in this area should continue to strive to meet high methodological standards. For example, the unemployment literature in the last 10 years has been increasingly characterized by longitudinal work. While this is a positive trend, most of the longitudinal studies in this area have included only two time waves of data. For many issues examined in the unemployment literature, the collection of additional points of data would be useful. For example, in the study of job-search behavior, many studies rely on one recall of search behavior in the last month. Surveys completed by the job seeker at multiple time points might allow for a closer approximation of the job seeker’s actual job-search behavior (Barber, Daly, Giannantonio & Phillips, 1994).

In the pursuit of methodological sophistication, however, the value of interview and focus-group methodology should not be overlooked. While the literature on the impacts of unemployment on well-being includes what is perhaps a superfluous number of qualitative studies, the literature on job search and reemployment and perceived fairness of layoffs does not. Because the literature in these latter areas is not well developed, interviews and focus groups may help to advance the literature, develop theory, and stimulate research questions that can be pursued further through quantitative means.

NOTES

1 Because definitions of unemployment across countries differ in their level of inclusion, the Organization for Economic Cooperation and Development (OECD) provides unemployment rates standardized across countries, defining unemployed individuals as persons of...
working age without work who have taken steps to find employment. For the purposes of this review, we define unemployment in a manner consistent with the OECD, recognizing that individual studies or countries may use more or less inclusive definitions of unemployment. For a discussion of how conceptualizations of unemployment vary across countries, we recommend Atkinson and Micklewright (1991).

2 While the term ‘layoff’ has been used to describe both permanent and temporary separations, in this chapter we use the term to describe only permanent separations.
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The Human Team: Basic Motivations and Innovations

MICHAEL A. WEST

Human beings have always lived, loved, and worked in groups, and understanding the fundamental motivation to belong in groups, and associated emotions of people in groups, it is argued, is essential for understanding work teams in modern organizations. Structures, objectives, and processes are influenced by members’ anxieties, guilts, jealousies, altruism, trust, and satisfaction. The link between these motivations and emotions and team exploration (creativity and innovation) is examined. Pressure to produce and a sense of internal group safety are major and positive influences on teams’ capacity to innovate.

INTRODUCTION

He makes tools (and does so within more than one technical tradition), builds shelters, takes over natural refuges by exploiting fire, and sallies out of them to hunt and gather his food. He does this in groups with a discipline that can sustain complicated operations; he therefore has some ability to exchange ideas by speech. The basic biological units of his hunting groups probably prefigure the nuclear family of man, being founded on the institutions of the home base and a sexual differentiation of activity. There may even be some complexity of social organization in so far as fire-bearers and gatherers or old creatures whose memories made them the data banks of their ‘societies’ could be supported by the labour of others. There has to be some social organization to permit the sharing of co-operatively obtained food, too. There is nothing to be usefully added to an account such as this by pretending to say where exactly can be found a prehistorical point or dividing line at which such things had come to be, but subsequent human history is unimaginable without them. (Roberts, 1995: 18)

The activity of a group of people working cooperatively to achieve shared goals via differentiation of roles and using elaborate systems of communication is basic to our species. The current enthusiasm for team working in organizations reflects a deeper, perhaps unconscious, recognition that this way of working offers the promise of greater progress that can be achieved through individual endeavour or through mechanistic approaches to work. We begin this exploration of the role of groups or teams in work organizations from this basic perspective and consider why we are motivated to work in groups, and what are some of the basic emotions and behaviours that characterize human experience in groups. This is then linked to an examination of the work-group conditions for creativity and innovation. Innovation is, after all, a fundamental reason for humans to work in groups. I suggest that creativity and innovation in groups emerges primarily when the group members’ needs to belong are satisfied by group dynamics which create a sense of safety, shared intent, high levels of positive interaction, the effective management of conflict, and support for exploration.

The aim of this chapter is to consider basic, powerful, and often hidden influences on human work-group functioning, rather than to duplicate the many excellent reviews of research on workgroups (see, e.g., Guzzo & Shea, 1992; Cohen & Bailey, 1997).
EMOTIONS IN TEAMS

The fundamental human drive and pervasive motivation to form and maintain lasting, positive, and significant relationships helps us to understand the functioning of teams at work, and in particular the emotions manifested in work groups. Satisfying this need to belong, according to Baumeister and Leary (1995), requires that our relationships are characterized by:

- frequent interaction;
- temporal stability and likely continuity;
- mutual affective concern;
- freedom from conflict.

Most current research and theories about the functioning of teams fail to take account of the solid evolutionary basis of our tendency to form strong attachments and by extension to live and work in groups. Human beings work and live in groups because groups enable survival and reproduction (Ainsworth, 1989; Axelrod & Hamilton, 1981; Barash, 1977; Bowlby, 1969; Buss, 1990a, b, 1991; Hogan, Jones & Cheek, 1985; Moreland, 1987). By living and working in groups early humans could share food, easily find mates, and care for infants. They could hunt more effectively and defend themselves against their enemies. Individuals who did not readily join groups would be disadvantaged in comparison with group members as a consequence. The need to belong, which is at the root of our tendency to live and work in groups, is manifested most profoundly in the behaviour of children and infants. Children who stuck close to adults were more likely to survive and be able to reproduce, because they would be protected from danger, cared for and provided with food. And we see across all societies that danger, illness, or the darkness of night causes people to have a desire to be with others, indicating the protection offered by group membership. Adults who formed attachments were more likely to reproduce and adults who form long-term relationships would stand a greater chance of producing infants who would grow to reproductive age. ‘Over the course of evolution, the small group became the survival strategy developed by the human species’ (Barchas, 1986: 212).

This fundamental human motivation to belong therefore shapes much human behaviour and for our purposes helps to explain emotional reactions in teams. The absence of one or more characteristics of belongingness (frequent interaction, likely continuity and stability, mutual affective concern, and freedom from conflict and negative affect) will lead to conflict and disintegration within relationships and teams. Our tendency to concentrate on task characteristics and organizational context often blinds us to these fundamental socio-emotional requirements of team-based working. For the benefits of teamworking are not only improved task performance (West, 1996), but also intrapsychic and emotional benefits for team members (Carter & West, 1999; Patterson & West, 1999).

Early research in social psychology, such as the famous Robbers’ Cave study, showed how psychological group identification occurs almost immediately when people are randomly assigned to groups, with dramatic behavioural consequences of strong loyalty and in-group favouritism (Sherif, Harvey, White, Hood & Sherif, 1961). People develop group identification with the most minimal social cues (Billig & Tajfel, 1973; Tajfel, 1970; Tajfel & Billig, 1974). The tendency of people to discriminate in favour of their own group and to discriminate against members of out-groups is pervasive (Turner, 1985). Moreover, this in-group favouritism occurs spontaneously and without obvious value to the individual. Research indicates that there is no need for material advantage to the self or inferred similarity to other group members for group identification to occur. However, there is evidence that external threats lead to the creation of firmer bonds within groups (Stein, 1976) while at the same time increasing the threat of rejection to deviants (Lauderdale, Smith-Cunnien, Parker & Inverarity, 1984). Groups clearly seek solidarity when confronted by external threat.

Early studies of organizational behaviour showed that workgroups profoundly influenced individual behaviour. In the 1920s and 1930s several studies were carried out at Western Electric’s Hawthorne Works in Chicago, USA, to examine the effects of illumination in the plant on workers’ performance in assembling and inspecting relays used in telephone equipment. The researchers varied the level of illumination and studied the effects on performance. They found that any variation in illumination (down to a level almost the equivalent of moonlight) was associated with improvements in performance. The results suggested that workers appreciated the attention and interest shown in their work by researchers and managers and this appreciation manifested in better performance. This effect has come to be known as the Hawthorn Effect and field studies that test methods of intervening in organizations have to demonstrate that positive effects are not simply due to the Hawthorne Effect. Further studies in the Hawthorne Works (the Relay Assembly test experiments) examined the effects of a variety of factors (such as number and length of rest periods and hours of work) upon the performance of a small group of female workers. The results suggested that the characteristics of the social setting or group in which behaviour takes place are at least as important as the technical aspects of the work in explaining performance. The Hawthorne studies (Roestlisberger & Dixon, 1939)
established how group influences have a major impact on workgroup behaviour.

By recognizing the influence of the need to belong upon the behaviour of individuals in teams we can come to understand something of the range and underlying causes of emotions in teams. Being accepted, included, and welcomed in the team will lead to feelings of happiness, elation, contentment, and calm. Being rejected, excluded, or ignored will lead to feelings of anxiety, depression, grief, jealousy, or loneliness. Team members’ emotional reactions will be stimulated by real, potential, or imagined changes in their belongingness within their workteam. Real, potential, or imagined increases in belongingness will lead to an increase in positive individual- and team-level affect. Decreases in belongingness will be associated with threats to the individual and a sense of deprivation that will lead to negative affect.

Positive Emotions and Attitudes

When a new workteam is formed, team members tend to experience positive emotions and the creation of the team is often the cause for celebration. When new members join teams there tends to be an abundance of positive affect and warm expressions of welcome which are a consequence of the increase of the sense of belonging experienced by existing members and by the new member. Indeed this positive affect itself increases attraction and social bonding within the group (Moreland, 1987).

Satisfaction

One of the characteristics of a strong sense of belonging is the sense of mutuality in the relationship. So satisfaction in teams is also likely to be a consequence of both the costs as well as the rewards of team membership. People prefer relationships and teams within which all give and take. For example, Hays (1985) examined ‘relationship satisfaction’ from the perspective of behaviourism, assuming that rewards would determine people’s satisfaction. He found instead that satisfaction was predicted by rewards plus costs, apparently because people prefer relationships and groups in which all both give and receive support and care. Baumeister, Wotman and Stillwell (1993) report that for both those who give love without receiving it, and those who receive love without giving it, the experience is aversive. Mutuality and reciprocity appear to be necessary for positive affect, and satisfaction will be highest when the sense of mutuality in teams is strong.

Satisfaction will also tend to be higher to the extent that the team members interact frequently, the tenure of the team is relatively enduring, there is a sense of mutual concern among team members, and there is not a high level of conflict. These propositions are, of course, easy to subject to empirical test.

Trust

Belonging implies a sense of mutual affective concern. When this shared affective concern is developed in teams it will lead to feelings of satisfaction among team members and particularly to trust. Holmes and Rempel (1989), reviewing the evidence on trust in relationships, concluded that trust depends on the mutual recognition of reciprocal concern and closeness. Trust will be most likely to develop in teams where there is a strong sense of reciprocal concern amongst team members.

Altruism

This mutual affective concern is also likely to translate into behaviour within the team and specifically to the expression of altruism. Much has been made in social psychology of the so-called ‘bystander effect’, where bystanders in the presence of others fail to take action to help someone in distress, apparently because of a sense of diffusion of responsibility and anxiety about the personal consequences of involvement. But what is less well known is the evidence that when bystanders are members of a cohesive group, the effect is nullified (Harkins & Petty, 1982). Moreover, members of large cohesive groups are more likely to help (whereas among strangers, larger numbers of bystanders lead to a lower likelihood of intervention). Social loafing (where group members exert less effort in task accomplishment in the presence of other group members) is not evident in cohesive groups where members have unique contributions, even when their contributions cannot be identified (Harkins & Petty, 1982).

Negative Emotions and Attitudes

The corollary is that the range of negative emotions manifested in teams at work is likely to be associated with threats to belongingness. The influence of the human need to belong is indicated by our strong tendency to respond with distress and protest to the end of relationships (Hazan & Shaver, 1994). For example, we see such phenomena even in training groups which come together for only a few days. Group members typically express some resistance to the notion that the group will dissolve. Members promise that they will stay in touch with each other and may even plan for reunions. More specific negative emotions manifested in teams as a consequence of threats to belonging include anxiety, depression, jealousy, loneliness, guilt, and grief. We briefly consider each of these below.

Anxiety

Human beings become anxious at the prospect of losing relationships and threats of social exclusion may be the most common cause of anxiety amongst workteam members. Indeed Horney
(1945) proposed that our basic anxiety resulted from a feeling of being isolated and helpless in a potentially hostile world. Team members may typically experience anxiety at the prospect of the break-up of the team, the impending close of a long-running team project, or their transfer to another team (Leary, 1990; Leary & Downs, 1995). Group instability (frequent member changes) and threatened dissolution of the team will also cause anxiety. High levels of conflict too will engender anxiety, since team members are likely to develop an anxious watchfulness in anticipation of conflict between team members.

**Depression**

Generally when we feel accepted or included this leads to feelings of happiness, whereas a sustained period of feeling isolated or excluded is associated with depression (Tambor & Leary, 1993). For example, Hoyle and Crawford (1994) found that depression and anxiety were significantly correlated (negatively) with students’ sense of belonging to the university. We propose that similar emotional reactions will be associated with team membership and members’ sense of belonging. Where team members feel excluded or isolated over a period of time, they are more likely to feel depressed. The team leaders may play a particularly important role in moderating this effect. In malfunctioning teams, members may deliberately make the leader a target of attempts to isolate or exclude, particularly where they perceive she or he has not enabled the team to feel a strong sense of belonging.

**Jealousy**

Pines and Aronson (1983) propose that jealousy is a consequence of the threat or experience of being excluded. Team members will be likely to experience jealousy when they feel that they are excluded by, or are less in the favour of, a particularly powerful or attractive team member. Jealousy may also manifest when team members feel that others are more accepted and included in the team than they themselves. Perceptions of inclusion or exclusion by the team leader are likely to be particularly important. Indeed, from a psychodynamic perspective it would be expected that a good inclusive relationship between team members and the team leader will reduce the likelihood of angry or defiant behaviour (Belsky, 1979; Miller, Cowan, Cowan, Hetherington & Clingempeel, 1993).

**Loneliness**

Human beings feel lonely when their needs to belong are insufficiently met. Jones (1981) has shown that this is not simply a result of lack of social contact. There are no differences in the level of social contact between those who are lonely and those who are not. The crucial factor appears to be spending time with people with whom one is close. It is social inclusion rather than the size of network that appears to influence loneliness, along with lack of intimate connections (Williams & Solano, 1983). Although people may work in teams, loneliness can still occur if there is no sense of closeness or relative intimacy of contact between team members. Those who work in multiple teams or short-lived project teams, and who thus have many social contacts, may feel loneliness nevertheless because they are prevented from developing close social contacts with other team members. Similar effects are likely to occur amongst team members who work in different locations and manage their interactions via technology-mediated communication such as video conferencing and e-mail. The relative impoverishment of these communication media will militate against the development of a strong sense of belonging in the team. Another cause of loneliness derived from the need to belong is when initial frequent contact between members of a strong team lapses. Members then have less contact over time so the establishment of an early sense of belonging is likely to be supplemented by loneliness. Where a team does not establish a sense of belonging early in its life (through the development of the four characteristics of belongingness) the change from frequent to infrequent contact is unlikely to lead to loneliness among team members.

**Guilt**

Guilt is induced in others to cause them to exert more effort to maintain the relationship by spending more time with or paying more attention to the partners in the relationship (Baumeister, Stillwell & Heatherton, 1994). Within a team, members may induce guilt in their colleagues when they feel they are spending inadequate time interacting interdependently with other team members, or if they feel they are showing inadequate concern for the well-being of their colleagues. Guilt-inducing signals are especially likely to be directed towards the team leader, since he or she carries a greater share of the responsibility for maintaining the sense of belonging in the team. Guilt induction can thus be seen as a response to disturbances or threats to attachments.

**Grief**

Grief occurs at the loss of relationships (Lofland, 1982). When couples divorce, even where they mutually agree on the desirability of the end of their relationships, they typically experience grief. In teams, the departure of members is also often an occasion where grief may be inexperienced. This is especially likely to be so when the individual is seen as having made a major contribution to the sense of belonging in the team, by contributing concern for the well-being of other team members, by interacting frequently, by enabling effectiveness or
by ameliorating potential or actual conflicts. Such grief is a result of the threat to belongingness occasioned by the departure of the team member. More profound grief is likely to be felt by the departing individual, who loses a whole team (although here again, team members will often promise and even try to maintain contact with the departing team member via social events and through other forms of social contact).

Indirect Effects

Tesser (1991) has shown that, when a close relationship partner (or fellow team member) outperforms us on a performance dimension that is important to our self-definition, we tend to experience emotional distress or anger. If the performance of the team member is on a dimension that is unimportant to us, we tend to feel positive emotions as a result of what Tesser calls ‘reflection’. We apparently believe that our identity is enhanced in the minds of others because of the good performance of strangers, which suggests that belongingness can have indirect effects on emotional reactions beyond the direct effects we have discussed above.

Our research evidence provides some support for the thesis we advance here. In a study of the mental health of health service workers, Carter and West (1999) compared those people who worked in teams, those who worked in pseudoteams and those not working in teams, in the United Kingdom National Health Service. Pseudoteam members were those who reported working in a team but indicated that there were not clear team objectives, or members who did not frequently work with other members of the team to achieve those objectives, or there were not separate roles, or the team was not recognized by others in the organization as a team. The sample of 2250 workers completed the General Health Questionnaire and individuals were categorized as ‘cases’ if their scores indicated that they would benefit from professional intervention, because of high stress levels (Hardy, Shapiro, Haynes & Rick, 1999). The results revealed that 35% of those that did not work in teams were cases; 30% of those who were in pseudoteams were cases; while only 21% of those who worked in real teams were cases. It appears from these data that working in teams is a significant buffer against the stresses between these teams. This could be attributed to the role of clarity experienced by team members, along with the high level of social support that they experienced. Moreover, working in teams appeared to ameliorate negative effects of organizational level difficulties. The findings extend to studies at the organisational level. Patterson and West (1999) showed that in 54 UK manufacturing organizations, the extent of teamworking was a predictor of the overall levels of mental health amongst employees.

But there is other evidence that simply not belonging may be damaging in itself, regardless of enacted support from those around. Cohen and Wills (1985) report that simply being a part of a supportive social network reduces stress even if those in the network do not provide emotional or practical assistance. Moreover, effects may translate from emotional reactions through to immunological and physiological functioning, particularly among those working in stressful environments, such as health care workers. Kiecolt-Glaser, Garner, Speicher, Penn, Holliday and Glaser (1984) found that loneliness was associated with a decrease in immunocompetence, particularly in relation to natural killer cell activity and elevations in levels of cortisol levels.

The thesis we have developed here should not be taken to imply that team membership is good in organizations come what may. Generalizing from evidence derived from research on social participation and bad marriages suggests that being in pathological teams may be worse than being in no team at all. Reis, Wheeler, Kernis, Spiegel and Nezlek (1985) report that quality of social relations (intimacy, pleasantness, satisfaction, mutual disclosure, initiation and influence) rather than quantity predicts health. Coyne and De Longis (1986) report that bad marriages are worse than being alone in terms of effects on happiness and health, while Kiecolt-Glaser, Fisher, Ogrocki, Stout, Speicher and Glaser (1987) found that immune function suffered among unhappily married women, and women who were separated from their husbands but still emotionally attached. Social undermining in the form of conflict, criticism, making life difficult, inducing feelings of being unwanted also have strong negative effects on mental health (Vinokur & van Ryn, 1993). Where these behaviours occur within teams they are likely to lead to a poor sense of belonging and to team member emotional damage.

Emotional responses in teams can be best understood from the perspective described above. Indeed, current approaches to understanding teams ignore fundamental human motivations (such as the need for control and the need to belong), and therefore provide inadequate explanations of the responses of people who work in teams. Here we have focused particularly on the motivation to belong, since much has been written about the need for control in the workplace and also about the materialistic drive.

Group Affective Tone

So far we have explored the role of the motivation to belong as an explanation and elucidation of the range and process of emotional reactions within the team at an individual level. Another important perspective, developed by George (1996), has been to consider the shared affect of teams at work and the
implications for team performance. George (1996) uses the term ‘group affective tone’ to refer to ‘consistent or homogenous affective reactions within a group’. If, for example, members of a team tend to be excited, energetic and enthusiastic, then the team itself can be described as being excited, energetic, and enthusiastic. As another example, if members of a team tend to be distressed, mistrustful, and nervous, then the team also can be described in these terms’ (p. 78). George believes that a team’s affective tone will determine how innovative and effective the team will be. Relevant to this belief is evidence that when individuals feel positive they tend to connect and integrate divergent stimulus materials – they are more creative (Isen & Daubman, 1984; Isen, Daubman & Nowicki, 1987; Isen, Johnson, Mertz & Robinson, 1985; Cummings, 1998); see interrelatedness among diverse stimuli; and use broader, inclusive categories (Isen & Daubman, 1984; Isen et al., 1987).

Edmondson proposes that perceptions of team safety will lead team members to engage in learning and risk-taking behaviour – that is, to innovation. Her research in 53 teams of a large manufacturer of office furniture showed that safety was the one consistent predictor of team learning, whether self- or observer-rated.

These two perspectives on emotions in teams, the need to belong and group affect, offer novel perspectives on understanding social interaction in the workplace and particularly emotional experience. Both also imply agendas for research and indications for practice. Emotional responses in teams, we believe, can best be understood from this perspective. Indeed, we argue that current approaches to understanding teams ignore fundamental human motivations (such as the need for control and the need to belong), and therefore provide inadequate explanations of the emotional responses of people who work in teams. Now we move on to consider the second major theme in the study of workteams; the reason we work in teams and groups is because they have enabled us (and continue to enable us) to develop huge improvements in the quality of our lives and the management of threat in our environments – teams are the seedbeds of creativity and the power sources for innovation. Yet that creativity is fundamentally dependent on the satisfaction of members’ needs to belong within the group – manifested in safety, shared objectives, high levels of interaction, effective management of conflict, and support for exploration.

CREATIVITY AND INNOVATION IMPLEMENTATION IN TEAMS

Whether the context is producing TV programmes, training for war, managing health and illness in hospitals, developing new products in manufacturing organizations or providing financial services, the use of workgroup as a form of work organization is both ubiquitous and increasing (Guzzo, 1996). Researchers in applied psychology have responded by puzzling over the factors that influence the effectiveness of workgroups or teams, from the shopfloor through to top management teams (Cohen & Bailey, 1997; West, 1996).

Much less energy has been devoted to answering the question regarding what factors influence the extent to which teams generate and implement ideas for new and improved products, services and ways of doing things at work. This is not a trivial question. At the root of development of our species
from our primitive beginnings to recent stunning advances in technology, communication, and social complexity, has been innovation – the development and implementation of improved processes, products, and procedures (Drazin & Schoonhoven, 1996; West & Atlink, 1996). Yet despite the fascination with individual creativity, innovation is not a solitary activity that results from the vigorous championing of an idea by one individual. It is more usually the result of concerted activities of groups of people developing and implementing their ideas over a period of time, and then diffusing successful innovations throughout organizations or societies.

I argue below that group innovation occurs when a group with requisite internal diversity experiences both high external demands and high levels of internal integration and psychosocial safety. Put succinctly, creativity requires safety, and innovation implementation requires high demands (whether in the form of threat or large reward). If creativity is the development of new ideas, innovation includes creativity as well as the process (and outcome) of putting creative ideas into practice – innovation implementation.

Groups will be creative primarily when their task is sufficiently interesting, motivating and challenging and when the group’s internal environment or processes are experienced as safe. In general, creative cognitions occur when individuals are not pressured, feel safe, and feel positive (Claxton, 1997, 1998). The psychosocial safety of the group is one influence on group creativity (West, 1990, 1995), but another is the structure of the group – this must be appropriately integrated and have a requisite level and diversity of task-relevant knowledge, skills and abilities among group members.

Paradoxically, the requirement for innovation implementation is a demanding, uncertain or even threatening environment. In order to motivate a group to adapt itself or its environment, which requires sustained effort in the face of resistance, an external threat may be required. Or the environment must be experienced as aversively uncertain, stimulating innovation in the form of an uncertainty-reducing strategy. Equally of course a high reward for innovation will motivate the group to innovate.

At the same time, the team or group must be sufficiently integrated to enable coordinated effort to initiate and sustain the innovation implementation out there in the world. The essential elements are therefore:

- appropriate task characteristics;
- appropriate group structure including requisite diversity and integration;
- psychosocial safety within the group;
- high external demands (which will usually be much influenced by the organizational context).

### Task Characteristics

The task a workgroup performs is a fundamental influence on the group, defining its structural, process, and functional requirements. Dimensions for classifying group task characteristics include task difficulty; solution multiplicity; intrinsic interest; cooperative requirements (Shaw, 1976); unitary versus divisible, conjunctive, disjunctive, and additive (Steiner, 1972); conflict versus cooperation; and conceptual versus behavioural (McGrath, 1984). These classification systems have been developed from within the experimental social psychology tradition and have not been adopted by researchers exploring group performance and innovation in organizational settings, probably because such goals as producing TV programmes, battle-ground training, health care, product development, and providing financial services cannot be neatly categorized into discrete tasks and subtasks. For example, primary health care teams which maintain and promote the health of people in local communities, have multiple stakeholders and a wide variety of tasks (Slater & West, 1999). Their team tasks are simple and difficult; unitary and divisible; involve conflict and cooperation; and demand both behavioural and conceptual responses.

Work and organizational researchers in Europe have been influenced by Action Theory (Frese & Zapf, 1994; Hacker, 1986; Volpert, 1984; Tschan & von Cranach, 1996), which describes tasks in relation to their hierarchical, sequential, and cyclical process requirements. Tschan and Cranach (1996) make the obvious but largely ignored point that in reality tasks in work situations are complex and varied. They argue that tasks should be deconstructed into their hierarchical requirements (goals and subgoals); their sequential demands (the restrictions that are imposed on the order in which subtasks are carried out (we have to break the eggs before we can cook the omelette, but whether we plan a structure for our poem at the beginning or halfway through may vary on our approach); and the cyclical nature of information processing (orienting, planning, executing, evaluating). Tschan and von Cranach also raise our awareness of the fact that the nature of communication will vary considerably according to whether the group task element is low level (relatively automated elements require little or no communication or creativity, such as monitoring materials flow in an assembly line team) or high level, requiring considerable communication, creativity, and innovation (planning a new research programme). However, Action Theory has not been used widely to inform studies of the effects of task characteristics on work group functioning.

One of the best-known models of group task classification is based on Job Design Theory (Hackman, 1990; Hackman & Lawler, 1971; Hackman &
Oldham, 1975), which identifies five characteristics of motivating tasks:

**Autonomy**: the freedom the group has to carry out the task in ways team members choose.

**Task variety**: the variation in the content of the work.

**Task significance**: the perceived important of the task to the organization or wider society.

**Task identity**: the extent to which the group’s task represents a whole piece of work rather than (for example) one small element in an assembly line approach.

**Relevant task feedback**: the amount of information about the effectiveness with which the group carries out its task.

Variations in these characteristics have been related to job satisfaction (Drory & Shamir, 1988; Hackman & Lawler, 1971) and to workgroup effectiveness. Campion and colleagues (Campion, Medsker & Higgs, 1993; Campion, Papper & Medsker, 1996) studied employee and managerial workgroups in a financial sector organization and found that task design characteristics were relatively strong predictors of effectiveness. In particular, group autonomy was significantly correlated with measures of effectiveness. Theoretically, to the extent that a group’s task is characterized by greater autonomy, variety, significance, identity and feedback, the more likely is the group to be innovative – a workgroup responsible for putting labels on supermarket products will have fewer opportunities for innovation than a primary health care team.

**Integrated Group Structures**

Group structures refer to the composition of the group – its size, tenure, the characteristics of members, and the status of the group and its members. To the extent that these elements are appropriately diverse and integrated the group will be creative.

**Group Composition**

Are those groups composed of a very different people (professional background, age, organizational tenure) more innovative than those whose members are similar? This research question is prompted by the notion that if people who work together in groups have different backgrounds, personalities, training, skills, experiences, and orientations, they will bring useful differing perspectives on issues to the group. This divergence of views will create multiple perspectives, disagreements, and conflicts. If this informational conflict is processed in the interests of effective decision making and task performance rather than on the basis of egotistical motivation to win or prevail, or conflicts of interest, this in turn will generate improved performance and more innovative actions will be the result (DeDreu, 1997; Hoffman & Maier, 1961; Pearce & Ravlin, 1987; Porac & Howard, 1990; Tjosvold, 1985, 1991, 1998).

In considering this question, researchers tend to differentiate between attributes that are directly related to work roles (such as organizational position or specialized technical knowledge), and those that are more enduringly characteristic of the person (such as age, gender, ethnicity, social status, and personality) (Maznevski, 1994). Jackson (1992, 1996), identifies a third dimension of diversity: readily detected or underlying, e.g., organizational position is a readily detected attribute, while specialized knowledge is an underlying task-related attribute. Readily detected person-centred attributes include age, gender, and ethnicity, but social status and personality would be classified as underlying relations-oriented attributes.

Jackson (1992) believes that the effects of diversity on team performance are complex; task-related and relations-oriented diversity have different effects which depend also on the team task. She rightly concludes that there is little clear evidence about the diversity effects of composition on team performance, with one exception. In relation to tasks requiring creativity and quality of decision making, Jackson says that ‘for these types of tasks, the available evidence supports the conclusion that team diversity is associated with better quality team decision-making’ (Jackson, 1996: 67), citing evidence provided by Filley, House and Kerr (1976), Hoffman (1979), McGrath (1984), and Shaw (1981). There is some evidence that heterogeneity in a number of domains is associated with group innovation, including heterogeneity in personality (Hoffman & Maier, 1961), training background (Pelz, 1956), leadership abilities (Ghiselli & Lodahl, 1958), attitudes (Hoffman, Harburg & Maier, 1962; Willems & Clark, 1971), gender (Wood, 1987), occupational background (Bantel & Jackson, 1989) and education (Smith, Smith, Olian, Sims, O’Brannon & Scully, 1994). However, we should be cautious about applying these findings to the experience of workgroups, since, although some of the research to date has been carried out in organizational settings (Pelz, 1956; Ghiselli & Lodahl, 1958; and the excellent work by Bantel & Jackson, 1989, and Smith, et al., 1994, with top management teams), most other research suggesting a positive effect of team diversity upon team creativity has been conducted only in laboratory settings.

Team members also differ in terms of their professional backgrounds and positions. Soudier (1987) found that functionally diverse groups had difficulties in reaching agreements on implementing innovations, which is not surprising, given the different perspectives they hold. Zenger and Lawrence (1989) have suggested that functional diversity
might influence workgroup performance as a result of the higher level of external communication which group members initiate, precisely because of their functional diversity. In related research, Ancona and Caldwell (1992) studied 45 new product teams in five high-technology companies and found that when a workgroup recruited a new member from a certain functional area in an organization, communication with that area went up dramatically. This in turn might favour innovation through the incorporation of diverse ideas and models gleaned from these different functional areas. Consistent with this, Ancona and Caldwell (1992) discovered that the greater the group’s functional diversity, the more team members communicated outside the workgroup’s boundaries and the higher the ratings of innovation they received.

The most significant study of innovation in teams to date is a UNESCO-sponsored international effort to determine the factors influencing the scientific performance of 1222 research teams (Andrews, 1979; see also Payne, 1990). Diversity was assessed in six areas: in projects; interdisciplinary orientations; in specialities; in funding resources; in R&D activities; and in professional functions. Overall, diversity accounted for 10% of the variance in scientific recognition, R&D effectiveness, and number of publications, suggesting that both flexibility of thought and organization, fostered by diversity, do influence team innovation. This landmark (and neglected) research also indicated that the extent of communication both within and between research teams had strong relationships with scientific recognition of their teams, R&D effectiveness, number of publications, and the applied value of their work.

Another consideration implied by these findings is the diversity consequent upon intergroup contacts. Mohrman, Cohen and Mohrman (1995) have pointed out that there are likely to be performance benefits of good linkages between groups and teams and across departments within organizations. The cross-disciplinarity, cross-functionality, or cross-team perspectives that such interactions can produce are likely to generate the kinds of dividends related to innovation that heterogeneity within teams can offer.

So does diversity predict group innovation? The research evidence indicates that, in some circumstances it does, but we do not know what types of diversity stimulate innovation and under what circumstances. I suggest that requisite functional diversity (the amount of functional diversity necessary for task performance and to create variety in, and flexibility of, cognitive responses and to encourage constructive controversy) will lead to innovation. Requisite diversity will increase the more complex is the group’s task. However, when diversity begins to threaten the group’s safety and integration then creativity and innovation implementation will suffer respectively. Where diversity reduces group members’ clarity about and commitment to group objectives, levels of participation (interaction, information-sharing and shared influence over decision making), task orientation (commitment to excellence of task performance), and support for new ideas, then innovation attempts will be resisted.

Group structures will themselves affect the level of safety. This is not to suggest that the less diverse a group is the safer it will be for its members. On the contrary, members will only discover safety through the effective management of diversity. Where the group is homogenous then there will be strong pressures for conformity. Where the group is heterogeneous there will be pressures to manage the centrifugal forces of diversity that could lead to the disintegration of the group and could also threaten individual members (others’ differing perspectives threatening my own beliefs, for example). We only discover a solid sense of safety through the management of apparently threatening environments. The child who explores her environment is more confident than the child who never strays from her mother. In the latter case this may be because of anxious attachment that leads the child to relate in perpetually anxious ways to the world (Bowlby, 1988; Ainsworth, Blehar, Waters & Wall, 1978; Hazan & Shaver, 1987; Tidwell, Reis & Shaver, 1996).

Another potent influence on team innovation is the extent to which team members have the relevant knowledge, skills, and abilities to work effectively in groups – integration skills. Stevens and Campion (1994) believe that team members require appropriate team knowledge, skills, and abilities (KSAs) which for more effective communication of the ideas in this chapter I will call team integration skills. These are distinct from the technical KSAs which are relevant to task performance (such as medical skills for a physician). The team integration skills are individual, not team, attributes. Stevens and Campion identify two major domains – interpersonal and self-management integration skills. The former include conflict resolution integration skills, such as the skill to recognize and encourage desirable, but discourage undesirable conflict, and the skill to employ integrative (win–win) negotiation strategies. Collaborative problem-solving integration skills include the ability to identify situations requiring participative group problem solving; the skill to utilize decentralized communication networks to enhance communication; and the skill to communicate openly and supportively (to send messages which are behaviour-oriented, congruent and validating). Self-management integration skills include goal setting and performance management, such as the skill to monitor, evaluate, and provide feedback on both overall team performance, and individual team member performance; and the skill to coordinate and synchronize activities, information, and tasks between members.
Their work provides a powerful framework (and a well-constructed questionnaire) for assessing whether the individuals who make up a team possess the necessary KSAs to manage the complexities and challenges of working in a team effectively. The more of these integration skills team members have, the more likely it is that the benefits of teamworking and team diversity will manifest, not just in terms of team performance, but also in innovation proposals and their successful implementation.

**Status**

The higher the status and the greater the power of the individuals who constitute the team, the more likely is innovation to occur. This proposition is relatively simple. The more power and higher status that individuals have within the organization, the more likely are they to be able to implement ideas for new and improved ways of doing things within organizations (West, 1987b). Moreover, high-status individuals who constitute a team can introduce more radical, novel, and major innovations than members of teams who have relatively low status or power within the organization (West & Anderson, 1996).

Status diversity is likely to threaten integration and safety in the group. The threat occasioned by disagreeing with high status members is likely to restrict public speculation by lower-status group members. Such status differentials, as much social psychological research has shown, will retard integration because of the barriers to cohesiveness and shared orientation they create (Brown, 1988). For example, De Dreu (1995) has shown that power and status asymmetries in groups produce hostile interaction patterns in contrast to groups in which there is power balance. Such hostility is clearly likely to inhibit creativity.

**External Demands**

A central contextual factor for workgroup innovation is reward for innovation implementation. Outcomes like money, fringe benefits, public recognition, and preferred work assignments are likely to lead to innovations being implemented. Abbey and Dickson (1983) in a study of 40 successful R&D teams in different companies found that reward systems had a strong positive relationship with R&D performance. Despite much popular belief to the contrary, there is evidence that extrinsic rewards encourage both creativity and innovation implementation. Rewards for team innovation in organizational settings are likely to produce the desired effects (Eisenberger & Cameron, 1996) and the higher the potential rewards, the greater the likelihood of innovation.

Previous writers have also suggested that resources available in organizations will determine the level of innovation (Rogers, 1983; Rogers & Agarwala-Rogers, 1976). In particular, the notion of slack resources is invoked to suggest that unused resources are likely to be used to invest in developing new and improved ways of doing things within organizations. However, there is one seam of evidence that suggests that resources are not related to levels of team innovation. For example, Payne (1990) in a review of the United Nations studies of research teams’ effectiveness, concluded that there was no evidence from these studies that more resources and better facilities led necessarily to better scientific performance. In West and Anderson’s (1996) study of top management teams in hospitals, the size of hospital budgets bore no relationship to the quantity or quality of innovation introduced by the teams.

Our research in manufacturing organizations (West, Patterson, Pillinger & Nickell, 1998) and in hospitals (West & Anderson, 1992) suggests that the environments within which organizations operate have a significant impact upon organizational innovation, and therefore will likely have an impact upon group innovation. The lower the market share of manufacturing organizations in relation to their primary products, the higher was the level of product innovation. It seems that the threat of being a small player in a competitive situation spurs innovation. The corollary is that market domination, at least in medium-sized enterprises (100–500 employees, with an average of 230), may inhibit innovation. Moreover, the extent of environmental uncertainty reported by senior managers in these organizations (in relation to suppliers, customers, market demands, and government legislation), was a strong predictor of the degree of innovation in organizational systems, i.e., in people management practices. Taken together, these findings suggest that if the environment of organizations is threatening and uncertain, the more likely it is that organizations will innovate in order to reduce the uncertainty or threat. This is likely also to impact upon the level of innovation of groups at work. The effort of initiating change in organizations, with all the attendant resistance, conflicts and experiences of failure is likely, in most instances, to elicit strong aversive reactions among group members. The impetus to maintain innovation attempts must be provided by an expectation of high rewards or by the perception of threat or uncertainty. Among individual health workers we have found in a number of studies that high work demands are significant predictors of individual innovation (Bunce & West, 1995, 1996; West, 1989). Indeed, our research on work role transitions has shown that changing role objectives, strategies, or relationships was a common response to the demands of new work environments (West, 1987a,b).

The external context of the group’s work therefore, be it organizational climate, support systems, market environment, or environmental uncertainty,
is likely to have a highly significant influence on its innovativeness. Yet too few cross-organizational studies of group innovation have been conducted to explore how such contextual demands or environmental threats affect groups’ propensity to implement innovations.

Now, we turn to the task process and interpersonal streams which flow between team members and consider how these influence workgroup innovation.

**Group Processes**

Task characteristics, group structures, and external demands will all influence group processes such as the process of developing and redeveloping shared objectives, levels of participation, management of conflict, support for ideas to introduce new ways of doing things, and leadership (West, 1994, 1996). If these processes are sufficiently integrated (i.e., there are shared objectives, high levels of participation, constructive, cooperative conflict management, high support for innovation, and leadership which enables innovation), then creativity and innovation implementation will occur. Moreover, effective group processes will both be sustained by and increase the level of psychosocial safety in the group.

**Developing Shared Objectives**

In the context of group innovation, clarity of team objectives is likely to facilitate innovation by enabling focused development of new ideas, which can be filtered with greater precision than if team objectives are unclear. Theoretically, clear objectives will only facilitate innovation if team members are committed to the goals of the team, since strong goal commitment will be necessary to maintain group member persistence for implementation in the face of resistance among other organizational members.

However, there is little direct evidence relating clarity of team goals and member goal commitment to the innovativeness of teams. Pinto and Prescott (1987), in a study of 418 project teams, found that a clearly stated mission was the only factor which predicted success at all stages of the innovation process (conception, planning, execution, and termination). This is the only research directly relevant to the proposition, despite its face validity and importance. Where group members do not share a commitment to a set of objectives (or a vision of the goals of their work) the forces of disintegration created by disagreements (and lack of safety), diversity and the emotional demands of the innovation process are likely to inhibit innovation.

**Participation in Decision Making**

Research on participation in decision making has a long history in both social and industrial/organizational psychology, and suggests that participation fosters integration and commitment (Bowers & Seashore, 1966; Coch & French, 1948; Lawler & Hackman, 1969). There are obvious reasons for supposing that participation will be linked to team innovation. To the extent that information and influence over decision making are shared within teams, and there is a high level of interaction amongst team members, the cross-fertilization of perspectives which can spawn creativity and innovation (Cowan, 1986; Mumford & Gustafson, 1988; Pearce & Ravlin, 1987; Porac & Howard, 1990) is more likely to occur. More generally, high participation in decision making means less resistance to change and therefore greater likelihood of innovations being implemented. When people participate in decision making through having influence, interacting with those involved in the change process, and sharing information, they tend to invest in the outcomes of those decisions and to offer ideas for new and improved ways of working (Kanter, 1983; King, Anderson & West, 1992).

**Conflict**

Many scholars believe that the management of competing perspectives is fundamental to the generation of creativity and innovation (Mumford & Gustafson, 1988; Nemeth & Owens, 1996; Tjosvold, 1998). Such processes are characteristic of task-related or information conflict (as opposed to conflicts of interest, and emotional or interpersonal conflict; see De Dreu, 1997). They can arise from a common concern with quality of task performance in relation to shared objectives—what has been called ‘task orientation’ (West, 1990). Task orientation may be evidenced by appraisal of, and constructive challenges to, the group’s processes and performance. In essence, team members are more committed to performing their work effectively and excellently than they are either to bland consensus or to personal victory in conflict with other team members over task performance strategies or decision options.

Dean Tjosvold and colleagues (Tjosvold, 1982; Tjosvold & Field, 1983; Tjosvold & Johnson, 1977; Tjosvold, Wedley & Field, 1986; Tjosvold, 1998) have presented cogent arguments and strong supportive evidence that such constructive (task-related) controversy in a cooperative group context, improves the quality of decision making and creativity (Tjosvold, 1991). Constructive controversy is characterized by full exploration of opposing opinions and frank analyses of task-related issues. It occurs when decision makers believe they are in a cooperative group context, where mutually beneficial goals are emphasized, rather than in a competitive context; where decision makers feel their personal competence is confirmed rather than questioned; and where they...
perceive processes of mutual influence rather than attempted dominance.

For example, the most effective self-managing teams in a manufacturing plant that Alper and Tjosvold (1993) studied were those which had compatible goals and promoted constructive controversy. The 544 employees who made up the 59 teams completed a questionnaire which probed for information about cooperation, competition, and conflict within the team. Teams were responsible for activities such as work scheduling, housekeeping, safety, purchasing, accident investigation, and quality. Members of teams which promoted interdependent conflict management (people cooperated to work through their differences), compared to teams with win/lose conflict (where team members tended to engage in a power struggle when they had different views and interests), felt confident that they could deal with differences. Such teams were rated as more productive and innovative by their managers. Apparently, because of this success, members of these teams were committed to working as a team. In a study which focused more directly on innovation (though not in teams), faculty members and employees of a large educational institution reported that when they discussed their opposing views openly, fully and forthrightly, they developed innovative solutions to problems. But when they discussed issues competitively, or from only one point of view, and were unable to integrate the differing views of colleagues, they were frustrated and developed poor-quality and low-novelty solutions (Tjosvold & McNeely, 1988).

Another perspective on conflict and innovation comes from minority influence theory. A number of researchers have shown that minority consistency of arguments over time is likely to lead to change in majority views in groups (Maass & Clark, 1984). Moreover, the experimental evidence suggests that while majorities bring about attitude change through public compliance prior to attitude change (i.e., that the individual may first publicly conform to the majority view prior to internalizing that view), minority influence works in the opposite direction. People exposed to a confident and consistent minority change their private views prior to the majority view, and were unable to integrate the differing views of colleagues, they were frustrated and developed poor-quality and low-novelty solutions (Tjosvold & McNeely, 1988).

This work argues for the importance of minority dissent, even dissent that is wrong. Further, we assume that its import lies not in the truth of its position or even in the likelihood that it will prevail. Rather it appears to stimulate divergent thought. Issues and problems are considered from more perspectives and, on balance, (people) detect new solutions and find more correct answers. (p. 9)

Arguing from the perspective of social psychology, DeDreu and De Vries (1997) suggest that an homogenous workforce in which minority dissent is suppressed will reduce creativity, innovation, individuality and independence (DeDreu & De Vries, 1993; see also Nemeth & Staw, 1989). Agreement about ideas within a group can be beneficial and some researchers even argue that team task or information-related conflict is valuable, whether or not it occurs in a collaborative context, since it can improve decision making and strategic planning (Cosier & Rose, 1977; Mitroff, Barabba & Kilmann, 1977; Schweiger, Sandberg & Rechner, 1989). This is because task-related conflict may lead team members to reevaluate the status quo and adapt their objectives, strategies, or processes more appropriately to their situation (Coser, 1970; Nemeth & Staw, 1989; Thomas, 1979; Roloff, 1987). From the perspective of systems theory, DeDreu invokes the concept of requisite variety to suggest that disagreement and variety are necessary for systems to adapt to their environment and perform well (Ashby, 1956). Overall, therefore, task-related (as distinct from emotional or interpersonal) conflict and minority dissent will lead to innovation by encouraging debate (requisite diversity) and consideration of alternative interpretations of information available,
leading to integrated and creative solutions. At the same time task orientation processes will encourage effective innovation since there will be a greater likelihood that ideas proposed will be carefully examined.

Support for Innovation
Innovation is more likely to occur in groups where there is support for innovation, and innovative attempts are rewarded rather than punished (Amabile, 1983; Kanter, 1983). Support for innovation is the expectation, approval, and practical support of attempts to introduce new and improved ways of doing things in the work environment (West, 1990). Within groups, new ideas may be routinely rejected or ignored, or attract verbal and practical support. Such group processes powerfully shape individual and group behaviour (for reviews see, e.g., Brown, 1988; Hackman, 1992) and those which support innovation will encourage team members to introduce innovations. In a longitudinal study of 27 hospital top management teams, Neil Anderson and I found that support for innovation was the most powerful predictor of team innovation of any of the group processes so far discussed (West & Anderson, 1996; Anderson & West, 1998).

Group Psychosocial Safety
Group psychosocial traits refer to shared understandings, unconscious group processes, group cognitive style, and group emotional tone (Cohen & Bailey, 1997). Examples include norms, cohesiveness, team mental models, and group affect. In groups with high levels of psychosocial safety there will be high creativity.

Creative ideas arise out of individual cognitive processes and, though group members may interact in ways which offer cognitive stimulation via diversity (cf. research on minority dissent described above – Nemeth & Owen, 1996), creative ideas are produced as a result of individual cognitions. A wealth of evidence suggests that, in general, creative cognitions occur when individuals are free from pressure, feel safe, and experience relatively positive affect (Claxton, 1997, 1998). For example, using the Luchins water jar problems (Rokeach, 1950), it is possible to demonstrate how time pressures inhibit creative problem solving. Moreover, psychological threats to face or identity are also associated with more rigid thinking (Coven, 1952). Time pressure can also increase rigidity of thinking on work-related tasks such as selection decisions (Kruglansky & Freund, 1983). Another example of stress inhibiting the flexibility of responses (albeit a rather extreme one) is offered by Wright (1954) who asked people to respond to Rorschach inkblot tests. Half of the people were hospital patients awaiting an operation and half were ‘controls’. The former gave more stereotyped responses, and were less fluent and creative in completing similes (e.g., ‘as interesting as …’), indicating the effects of stress or threat upon their capacity to generate creative responses.

Prince (1975) believes, on the basis of considerable applied work in organizations focused on increasing creativity, that speculation (a critical creative process) makes people in work settings feel vulnerable because we tend to experience our workplaces as unsafe (a finding also reported by Nicholson and West, 1986, in a study of the experience of work among UK managers). Questioning the person who comes up with an idea too closely, joking about the proposal (even in a light way), or simply ignoring the proposal can lead to the person feeling defensive, which tends to ‘reduce not only his speculation but that of others in the group.’ Prince goes on: ‘The victim of the win–lose or competitive posture is always speculation, and therefore idea production and problem solving. When one speculates he becomes vulnerable. It is easy to make him look like a loser’ (Prince, 1975).

A cooperative context will lead to a greater sense of integration and safety among the parties, consistent with what I propose in this chapter. Safety is the consequence of the management of diversity in views rather than the cause. If we operate in situations where there is no diversity or there is no conflict, we never have the opportunity to discover safety in our psychosocial environment. Certainly in our studies in service sectors (e.g., West & Wallace, 1991) we have found that cohesiveness in primary health care teams predicts levels of team innovation.

For creativity and innovation implementation to emerge from group functioning therefore, the context must be demanding but the supports for group integration must also be in place. These include a high proportion of innovators; members with the integration abilities to work effectively in teams; a challenging, varied task; an organizational climate supportive of innovation and the structural supports necessary for teamwork; and group leadership processes which nurture innovation, reflexivity, a positive psychosocial climate, and appropriate group processes (clarity of objectives, effective participation, constructive controversy, reflexivity, and support for innovation). Such conditions are likely to produce high levels of group innovation, but crucially too, the well-being which is a consequence of effective human interaction in challenging and supportive environments.

A more elaborated consideration of organizational context has been offered by Tannenbaum, Board and Salas (1992) who consider eight aspects of the organizational context: rewards systems (individual or team-based); resource scarcity; management control; level of stress in the organization; organizational climate; competition; intergroup relations within the organization; and environmental uncertainty. These factors have high face validity in models of
workgroup functioning and effectiveness, but there is still little evidence about their influence on workgroup effectiveness.

Physical conditions are another situational constraint which can affect the relationship between performance dimensions and effectiveness. For example, a team whose members are dispersed across the countries of the European Union, will find decision making more difficult and ineffective than a team whose members share the same physical location.

**CONCLUSIONS**

We are captivated by the rhetoric of organizations in the 21st century, by emotive or media-inspired phrases like ‘dotcom’, ‘high-involvement management’, ‘thinking outside the box’, ‘people management’, and ‘total quality management’. Teamwork itself is a word that seems redolent of the post-industrial, digital revolution, mass media culture. Yet humans have worked, lived, and loved in groups and teams throughout evolutionary history. There is little that is new within teamwork, despite the tsunami of books that press upon us the ways and advantages of working in teams. What is new is the complexity of the context within which humans now work in teams. The emotional stresses and benefits of teams are amplified by the complex organizational contexts within which they reside. Instead of communities of 80 to 120, we now have loose organizational communities of thousands with complex interconnections between them. There are strong internecine struggles (tribal divisions) within these organizations that nevertheless seek superordinate organizational loyalty from team members. The workload pressures on team members are also increasing, partly as a consequence of new and bizarre forms of organizing human work (such as lean production and repeated downsizing).

Teams now exist in more complex environments too, exacerbating the demands on team members, with consequent effects on emotional experience. Teams must scan the rapidly changing environments that they occupy (no longer the familiar savannah or craft workshop) and monitor changing customer demands, competitor actions, supplier behaviour, and new technology and very quickly adapt via innovation accordingly. Competitive pressures demand sophisticated management skills, innovation, and an agile organizational context. Of course, teams are the ideal form of organization to meet these changing circumstances, but their application also demands sophisticated and inclusive understanding of their functioning.

In this chapter I have proposed that, as a consequence of these new pressures, we must pay more, not less, attention to emotions and to the underlying basic motivations which influence individual and group behaviour in teams. We must also understand the processes by which teams generate creative ideas and effectively implement them in practice. Pressure to produce and neglect of people’s deep needs for safety may produce quite the opposite to the desired effect at different stages of a team’s work. We need to understand how basic psychological processes at individual and group levels influence behaviour and team outcomes.
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INTRODUCTION

Manufacturing units transform ideas into products at lightning speed. US Armed forces conduct multi-service coalitional operations ranging from war to humanitarian aid in a wide variety of settings. Emergency response teams interface with public safety teams and hospital teams to save lives every day. Extant theory tells us little about the functioning of collectives such as these because they are neither typically full-fledged organizations nor single teams operating in isolation. Instead, these collectives comprise multiple teams that form a tightly coupled system, operating in an environment that demands coordinated interteam as well as intrateam behaviors in order to succeed. Just as teams are often formed because each member contributes distinct skills and expertise to the tasks at hand, constellations of teams are formed or evolve because they possess specialized skills, capabilities, and functions that contribute to a collective objective. We refer to these networks of teams as multiteam systems (MTSs).

Our purpose in this chapter is to articulate a framework of multiteam effectiveness that we call multiteam systems (MTS). We define what MTSs are, distinguish them from other organizational collectives, discuss their core features, and argue that they represent a new meaningful level of inquiry for subsequent theoretical work and empirical research. We also model how multiple teams, tightly linked as part of a larger system, interact and integrate their efforts to achieve shared distal goals. In doing so, we borrow from team and organizational research to develop a framework specifically targeted at multiteam effectiveness. MTS are different from prior theories and models of system effectiveness (e.g., models found in organizational theory and strategic management literature), because previous conceptual frameworks have not attempted to explain the dynamics of how...
teams interact with each other to create an effective system. We conclude by elucidating four critical levers for enhancing the effectiveness of MTSs.

MULTITEAM SYSTEMS

The core elements of MTS are grounded in the notions of goal hierarchies, functional interteam interdependencies, performance episodes, and how work is coordinated both within and across teams. MTS are built on the foundation of a teams-of-teams concept. While a variety of definitions have been offered in the literature, for our purposes a team is considered to be ‘any distinguishable set of two or more people who interact, dynamically, interdependently, and adaptively toward a common and valued goal/objective/mission, who have each been assigned specific roles or functions to perform, and who have a limited life-span of membership’ (Salas, Dickinson, Converse & Tannenbaum, 1992: 4). Building on the notion of a single team, MTSs are defined as: two or more teams that interface directly and interdependently in response to environmental contingencies toward the accomplishment of collective goals. MTS boundaries are defined by virtue of the fact that all teams within the system, while pursuing different proximal goals, share at least one common distal goal; and in doing so exhibit input, process, and outcome interdependence with at least one other team in the system. In this sense, MTSs are larger entities than individual teams, although they are typically smaller than full-scale organizations. They are dynamic and open systems that are highly responsive to their environment. We argue that while not limited to such contexts, MTSs are usually formed or develop naturally to deal with highly turbulent environments that place a premium on the ability to transform work units and to respond rapidly to changing circumstances. In fact, MTSs are not necessarily restricted to within organizational boundaries and may include teams from public, private, and other types of organizations that must work together toward a shared ultimate goal. We should mention further that our concern is upon the MTS as a whole, rather than on its members, their individual attributes, or intrateam interpersonal dynamics (the last of which are well articulated by West, Chapter 14, this volume). Indeed, team membership is likely to be a constantly changing process in MTSs, and while important, is not our focus here.

Figure 15.1 presents an illustration of the functioning of an emergency response (ER) MTS comprising of four teams (fire fighters, emergency medical technicians (EMTs), an emergency room surgery team, and a recovery team) that collectively share the ultimate goal of saving victims’ lives. In brief, numerous distinguishable teams would be activated in response to an accident reporting. These would include police, fire fighters, and EMTs who would be dispatched and routed to the accident scene by the dispatch center. Upon arrival, however, the fire fighters and EMT teams would work closely together to extract victims from the vehicles and to stabilize them. From there the EMTs would be directed by the dispatch center to transport the victims to a given hospital where they would receive care from an emergency room surgical team if their injuries were severe. Following surgery, patients would likely be admitted to an intensive care unit and attended to by a recovery team of doctors and nurses. Of course, this example is a simplified version of the complex network of teams involved in such situations and its specific configuration would likely differ from one community to another. But, it is useful for illustrative purposes. Further, this particular MTS crosses organizational boundaries and includes teams from county government and from a local hospital. It also illustrates how other teams in the environment may be associated with what we refer to as an MTS, yet not be members of it. We will make reference to this example throughout the remaining sections to highlight particular points of interest.

The goal hierarchy feature of MTSs that we mentioned highlights the fact that although individual teams within an MTS may pursue different individual goals, these goals must somehow come together and be intertwined at a higher level for an MTS system to exist. For example, the EMTs and surgical teams in our example perform markedly different tasks, yet their efforts are both ultimately directed toward saving patients’ lives. Moreover, because the success of these teams is linked in terms of how badly the victims are hurt, how well and quickly they orchestrate patient transfers and information about their condition, and how well the victims ultimately fare, they share all three forms of interdependence noted above.

Another critical feature of MTSs is that they sequence activities both within and between teams. There is a growing awareness that performance unfolds over time or performance episodes, and that teams exhibit different performance trajectories (Marks, Mathieu & Zaccaro, In press). Mathieu and Button (1992) defined performance episodes as ‘distinguishable periods of time over which performance accrues and is reviewed’ (p. 1759). Adopting an episodic framework highlights the fact that traditional team and organizational input–process–output (IPO) models merely represent ‘snapshots’ of an ongoing stream of team behavior. We believe that outcomes of one episode may actually constitute inputs to later episodes. Furthermore, the performance of one team may act as the input to another team in the system. For example, to the extent that the fire fighters and EMTs can quickly extract victims from the accident scene and deliver them to the hospital, the patients are much more
likely to survive surgical procedures than if they arrive later. While the pursuit of team-based proximal goals need not unfold over comparable episode durations, teams need to be synchronized in terms of how they collectively meet more distal system goals. Effectiveness of the MTS, then, is defined not only in terms of how well each team accomplishes its proximal goals, but more importantly on how well they collectively accomplish shared goals at the higher levels of the goal hierarchy.

CHARACTERISTICS OF MULTITEAM SYSTEMS

Defining the nature and boundaries of an organized collective is a difficult enterprise and subject to debate. Moreover, we acknowledge that demarcating where the boundaries are and rules for membership of a collective are somewhat arbitrary. These challenges, however, are no less true when researchers and scholars have sought to define what teams or organizations are. Our conception of MTSs as unique entities falls along five distinguishing characteristics:

1. **MTSs Are composed of two or more teams.** Minimally, MTSs are composed of two teams and maximally of $N$ teams interacting with each other. Teams that compose MTSs, which we refer to as component teams, are nonreducible and distinguishable wholes with interdependent members and proximal goals.

2. **MTSs are unique entities that are larger than teams yet typically smaller than the larger organization(s) within which they are embedded.** Some MTSs, such as our ER example, may even cross traditional organizational boundaries. They differ from teams, organizations, and other collective forms such as departments and subsystems, in their architecture and functioning.

3. **All component teams exhibit input, process, and outcome interdependence with at least one other team in the system.** This important concept is developed more fully below.

4. **MTSs are open systems whose particular configuration stems from the performance requirements of environment that they confront and the technologies that they adopt.** The performance requirements, in turn, serve to articulate a goal hierarchy that guides MTS action.

5. **Although MTS component teams may not share proximal goals, they share a common distal goal or set of goals.** Further, MTSs have a single superordinate goal, for which all component teams have a vested interest (in our example, saving victims’ lives). This goal hierarchy feature is discussed in detail in a later section, along with a discussion of how MTSs exhibit goal-directed actions that unfold over time.

**MTSs Are Unique Entities**

MTSs are qualitatively different than other collective entities discussed in the literature. In the following sections we discuss similarities and
differences between MTSs and other collective forms, including teams, organizations, subsystems, subassemblies, matrix organizations, and task forces.

MTSs Versus Teams
The distinction between teams and MTSs is fairly clear. MTSs are not teams themselves, but rather are composed of a minimum of two teams that work interdependently and are linked by shared superordinate goals. This makes the large body of team research relevant to MTSs in the sense that it describes the internal activity of component teams nested within the larger system. That literature is far less well suited for understanding a team’s relationships with the surrounding environment and other teams. While a few researchers have examined team interaction with its surrounding environment (e.g., Ancona & Caldwell, 1992; Marks, Zaccaro & Mathieu, 2000; Tesluk & Mathieu, 1999), the extant literature has not addressed how interdependent teams operate as a larger work unit. What we know about team effectiveness can be characterized largely as models of single team effectiveness. This is not sufficient for capturing the interdependencies across teams. Whereas several prominent theoretical frameworks (Gladstein, 1984; Guzzo & Shea, 1992; Hackman & Morris, 1975, Tannenbaum, Beard & Salas, 1992) feature the team’s external environment as either an input or moderator for team functioning, the role of contextual influences on team effectiveness has not been articulated in depth. More specifically, the notion that other teams constitute important aspects of a team’s performance environment has received scant attention in theory and empirical studies. We understand very little about the influence of teams on other teams, as well as how multiple teams coact in pursuit of common goals.

MTSs Versus Organizations
The organizational literature is also inadequate for learning about relationships among workteams. The vast array of meanings attached to the term ‘organization’ makes it challenging to distinguish an MTS from an organization because there is a lack of consensus on precisely what an organization is. However, most people agree that it is an organized collection of individuals with a semidefined hierarchy of roles in pursuit of shared goals. While an MTS could conceivably encompass an entire organization, more often they represent some subset of organizational teams. For example, MTSs are composed of multiple highly interdependent teams, whereas organizations often contain alternative structures that include more loosely coupled work units that do not share multiple forms of interdependence, as well as employees who do not work in team settings. Further, MTSs are not constrained to traditional organizational boundaries. As illustrated in Figure 15.1, the MTS contains teams from both county government and the hospital; yet not all teams from either setting are members of it. Finally, organizations often have several overall goals, whereas MTSs have a single superordinate goal that all component teams work toward.

MTSs Versus Similar Entities
The great majority of literature on collectives has focused on teams (groups) and organizations. We are proposing that MTSs are distinct entities that lie somewhere between the full-fledged organization and the individual team. Thus it is important to distinguish them from other collectives that have received attention in the literature. Subsystems, subassemblies, matrix systems, and task forces are all units that exist within organizations. Subsystems are the divisions of organizations featured prominently in open system theory (Katz & Kahn, 1978). They are formal structures within organizations that are defined by their function. For example, production and maintenance subsystems focus inward on operational issues within the organization, whereas adaptive and boundary subsystems interface with the surrounding environment. Subsystems are classified solely on their purpose in organizational effectiveness, and are not necessarily composed of interdependent teams that share a goal hierarchy. There are few boundaries on how subsystems can be incorporated into the larger organization, typically within functional departments, and sometimes by divisional or matrix departmentalization.

It is not uncommon to find a single MTS that performs production, maintenance, adaptive, and boundary-spanning functions in the pursuit of its objectives. MTSs differ from subsystems in that the former are composed of multiple interdependent teams, and the latter are functional groupings of individuals based on a purpose within the organization. Thus, MTSs could potentially occupy a subsystem of an organization, but only if that subsystem meets all five core characteristics.

Simon’s (1962) notion of stable subassemblies is clearly akin to that of MTSs. Subassemblies are subsystems that retain a level of autonomy from the larger organization and function somewhat independently. Scott (1998) stated that ‘When subsystems take the form of stable subassemblies, units capable of retaining their form without constant attention from superior units, then hierarchical forms have an important survival advantage over other systems. Many seemingly complex organizational systems are made up of, and depend for their stability on, units that are highly similar and capable of relatively autonomous functioning’ (p. 91). Although subassemblies operate as autonomous units, like organizations themselves, they are not analogous to MTSs. Subassemblies, like subsystems, are structural arrangements designed to execute specified types of activities, whereas MTSs
specify a collective of interdependent teams working towards a superordinate goal. However, neither subsystems or subassemblies specify the underlying nature of their interdependencies, nor thereby their working relationships across units as related to superordinate goal accomplishment.

MTSs also differ from matrix organizations. Matrix organizations have project teams, frequently referred to as cross-functional teams, composed of both functional and project specialists. Traditionally, organizations working in uncertain and dynamic environments have employed matrix systems to enhance flexibility and response efficiency. Cross-functional teams are essentially staffing arrangements, where individuals in different organizational roles serve on multiple teams. Like matrix systems, MTSs are designed to interact swiftly and effectively with the surrounding environment. However, rather than constituting new teams to meet an environmental demand, MTSs orchestrate the underlying nature of the interrelationships between existing teams to achieve shared goals. Our focus is on those relationships per se, not on the composition of the component teams. The point is that matrix staffing may occur within the confines of some MTSs, but it is a distinct concept. To the extent that individuals occupy roles on multiple interdependent teams, a matrix staffing arrangement could facilitate knowledge transfer and synchronization of efforts across teams.

In theory, task forces may be the most similar collective arrangement to our notion of an MTS. Task forces are composed of individuals that unite efforts to accomplish a particular objective or set of objectives handed down from a higher organizational level. Hackman (1990) refers to them as ad hoc groups that:

1. do not work closely together in their permanent jobs;
2. come together to perform a team task;
3. perform a one-of-a-kind task or create a unique project;
4. have an unusual amount of autonomy of operation;
5. are dependent on external constraints that exist (e.g., clients);
6. are temporary groups given a specific deadline for accomplishing their objectives.

Traditional taskforce designs have between four and twenty members, and are more commonly thought of as a particular type of team. MTSs share several elements of task forces while operating at the multiteam level. As with taskforces, MTSs are often formed in response to a unique organizational need that is best accomplished by a specialized network of teams working in close alignment. Also like taskforces, MTSs work as autonomous units within the context of their surrounding organizations and external environments and are typically assembled for a particular objective.

Although taskforces have many characteristics of MTSs, they have not been previously studied as a collection of teams and do not carry with them assumptions of interdependence. In fact, there has been very little research on taskforces as defined by Hackman (1990). Moreover, taskforces, unlike MTSs, are typically designed to deal with a particular need or project and then disbanded. MTSs usually have a much more permanent nature. In any case, the notion of a collective formed in response to a specific charge from a higher organizational level, and tasked with working autonomously to achieve their objectives provides an important basis for the existence of MTSs.

In sum, MTSs are not adequately represented in the literature by the previously studied concepts of organization, team, department, subsystem, subassembly, matrix arrangements, or taskforces. To date, no conceptualization has addressed a configuration of tightly coupled teams, contained either within a single organization or across organizations, working interdependently as a unique entity towards a single superordinate goal. We believe these types of work arrangements exist in many current venues and will likely increase in prominence in the future. The following section describes the nature of the interdependence that in large part delineates the network of teams that compose MTSs.

**MTS Interdependence**

Team researchers agree that an essential element of a team is the interdependence among its members (Campion, Medsker & Higgs, 1993; Fandt, Cady & Sparks, 1993; Saavedra, Early & Van Dyne, 1993; Salas et al., 1992; Wageman, 1995). The notion of interdependence at the organizational level refers to the sharing of information, resources, and strategies among organizations (Hitt, Keats & DeMarie, 1998). Multiteam interdependence is analogous to its meaning at both the team and organizational levels, except that it refers to the relationships among teams rather than among individuals or organizations.

A critical feature of MTSs is the functional interdependence that exists throughout the system. In a global economy, one could argue that all organizational entities are interdependent to some extent. Thus, we introduce the notion of functional interdependence, which stems directly from the activities that each of the component teams perform. Functional interdependence is a state by which entities have mutual reliance, determination, influence, and shared vested interest in processes they use to accomplish work activities. The purpose of this section is to illustrate the importance of functional interdependence to MTSs.
Following from the definition of teams that we adopted, all MTS component teams exhibit interdependence among their members (Salas et al., 1992; Sundstrom, DeMeuse & Futrell, 1990). Here, we focus our attention on the interdependence that exists among teams that compose MTSs. To do so, we have adopted a tripartite framework to explain the role of functional interdependence in MTSs. This framework depicts three forms of functional interdependence: inputs, processes, and outcomes associated with MTSs operations. Each team within the MTS is functionally interdependent (i.e., input, process, and outcome) with at least one other team. The rules for interdependence among teams within an MTS are delineated specifically because this serves as one way to elucidate the differences between MTSs and organizations. This also helps to articulate the boundaries of MTS membership.

Although many organizations have collective goals spread throughout their units, these units operate fairly independently in their attainment. In contrast, MTSs contain a network of functional interdependencies that evolve to realize a superordinate goal that requires the close collaboration of multiple workteams. If one were to draw an overlay of interteam network relations depicting input, process, and outcome dependencies, it might look like Figure 15.2. This figure illustrates two important points. First, MTS component teams must have all three types of interdependencies with at least one other team in the system. Note that teams such as the fire fighters and EMTs share all three forms of interdependence with each other, as do the surgical and recovery teams. Second, teams that do not meet this requirement are not considered part of the MTS. The figure illustrates that police and fire fighters share input and process interdependence with each other, but not outcome interdependence. Similarly, hospital administration shares only input interdependence with the EMTs and the recovery team. However, because police and hospital administration do not share all three forms of interdependence with any team in the system, they are not part of this MTS network.

**Outcome interdependence** is the extent to which personal benefits, rewards, costs, or other outcomes received by team members depend on the performance or successful goal attainment of others (Alpher, Tjosvold & Law, 1998; Guzzo & Shea, 1992; Wageman, 1995). Everyone in the MTS shares a vested interest in the accomplishment of the superordinate goal. However, by **functional outcome interdependence**, we are also describing the accomplishment of subgoals that require the joint activities of two or more teams. At least at the superordinate level, all teams are working towards a common objective requiring their synthesized efforts (e.g., saving lives). However, MTS functional outcome interdependence also resides at lower levels in the goal hierarchy, where component teams coordinate activities to achieve more proximal goals (e.g., fire fighters and EMTs working together to extract and to stabilize injured motorists). Superordinate goal accomplishment requires the compilation of different sets of functional activities, each with different sets of subgoals. Highly interdependent component teams share in more proximal outcomes that emerge from collective subgoal accomplishment, such as satisfaction, development, quality of work life, and perhaps financial benefits. Thus, functional outcome interdependence flows in large part from the collective goal hierarchy of the MTS.

**Process interdependence** is defined as the amount of interteam interaction required for goal accomplishment, and refers to the degree to which teams depend on each other to perform the tasks at hand. Process interdependence is similar to the concept of task interdependence in teams (Van de Ven & Ferry, 1980), yet we have chosen the term process interdependence because component teams are not simply working together on a single task, but rather on a collective mission. Teams work collaboratively to carry out processes such as boundary spanning, communication, and integration of actions, efforts, and timing.

The team literature has further depicted the nature of task interdependence by describing different forms of interdependent working arrangements, in order delineate more specifically the spectrum of teamwork arrangements (Saavedra et al., 1993; Tesluk, Mathieu, Zaccaro & Marks, 1997; Van de Ven & Ferry, 1980). These forms include pooled, sequential, reciprocal, and intensive interdependence, and are summarized in Tesluk et al. (1997). Goal hierarchies within MTSs give rise to multiple kinds of **functional process interdependencies** among component teams, including sequential, reciprocal, and intensive forms, which require teams to work interdependently while accomplishing goals. Although pooled interdependence can depict interteam relationships in organizations, the aggregation of multiple teams’ efforts does not constitute MTS functional process interdependence because no workflow is required among component teams. Sequential (unidirectional workflow) and reciprocal interdependence (cyclical workflow) refer to patterns of work accomplishment that require one team to complete a task before another team can contribute. In our example, EMTs and emergency surgery teams have a sequentially interdependent working relationship; the EMT team’s goal is to stabilize the accident victim until he or she is brought to the hospital and handed over to the surgery team for treatment. Intensive interdependence describes situations where teams must collaborate simultaneously and collectively. Fire fighters and EMTs work intensively to both stabilize victims and extract them from emergency conditions.
Input interdependence identifies the extent to which component teams must share inputs such as people, facilities, environmental constraints, equipment, and information related to collective goal accomplishment. By functional input interdependence, we mean that the inputs teams share are used for the attainment of more proximal goals. This notion is parallel to the concept of resource interdependence that has been defined at the team level (Wageman, 1995) as referring to members having joint use of resources such as a shared finances, equipment, or expertise. In the ER example, the fire fighters and EMTs share inputs such as rescue equipment and face common challenges at the accident scene. Elsewhere, the surgical and recovery teams share resources in terms of facilities, supplies, space, etc. at the hospital. The functioning of all component teams is driven at least in part by the severity of the injuries incurred.

In sum, functional interdependence is a defining characteristic of MTSs, whereby each component must have input, process, and output interdependence with at least one other component team. This yields a complex system of a tightly coupled network of teams bounded by their functional interdependencies. Whereas interdependent work arrangements can take different forms (e.g., sequential, reciprocal, intensive), our critical point is that no one individual team can single-handedly accomplish an MTS superordinate goal. This also means that other teams that have limited interaction with component teams (e.g., the police or radiology teams in our example) would not fulfill MTS membership criteria. In the next section we describe how these tightly coupled MTSs interface with their environments.

The MTS Environment

The environment has received considerable attention in the literature for its influence on organizational structure, strategies, and survival (Hambrick, 1981; Jauch & Kraft, 1986; Katz & Kahn, 1978; Lawrence & Lorsch, 1967; Sastry, 1997; Sutcliffe, 1994). Hawley (1968) put forth a generic definition of an organizational environment as all phenomena that are external to and potentially or actually influence the organization. One point of consensus from this body of research is the critical role of the environment on organizational effectiveness: to the extent that environments are more dynamic and unpredictable, organizations must spend greater resources for monitoring external conditions and incorporating these conditions into subsequent planning, decisions, and action.

Unfortunately, the team literature is lagging considerably in its investigation of the relationship between teams and their performance environments. Several conceptual frameworks have delineated a generic ‘team context’ variable as an input.
or moderator of team effectiveness (Gladstein, 1984; Guzzo & Shea, 1992; Tannenbaum et al., 1992). However, at this point there is very limited research on how to conceptualize team relationships with their larger environment because most researchers have examined only the inner workings of teams as if they performed in a vacuum (for exceptions see Ancona & Caldwell, 1992; Marks et al., in press; Tesluk & Mathieu, 1999; Waller, 1999). In particular, to our knowledge there is no extant theory that considers the role of other interdependent teams as components of a given team’s environment.

Like organizations, MTSs are open systems, interfacing fluidly with their surrounding environment (Katz & Kahn, 1978). As open systems, MTSs are characterized by the symbiosis of the parts in which they are composed, where the environment is viewed as a primary system component. Thus, understanding the environments in which MTSs perform is an essential element of this framework. Below we define the environments of MTSs, discuss the characteristics of typical MTS environments, and consider the structural arrangements of MTSs that arise in response to environmental demands.

MTSs have two types of environment: the embedding organization(s) and the external environment. The former consists of phenomena within the respective component teams’ organizational boundary and includes characteristics such as the corporate culture, organizational norms and procedures, and human resource systems that impact MTS functioning. This would also include other (non-MTS) teams in the larger organization with whom MTS teams have to interface on some occasions. The external environment refers to the specific phenomena outside the surrounding organization(s) with which the MTS interfaces directly. These influences include actual units within the environment, such as customers, suppliers, news agencies, and lawmakers, as well as the characteristics of the environments, to be discussed in detail below.

Internal Versus Cross-Boundary MTSs

As mentioned earlier, one differentiating point between MTSs and organizations is that MTSs can cross-organizational boundaries to include component teams from the surrounding environment. There are two types of MTS with respect to their environment: those that are fully embedded within the organization (referred to as internal MTSs); and those that contain teams both within and external to the organization (referred to as cross-boundary MTSs). Cross-boundary MTSs exist when functional input, process, and outcome interdependence exists among teams from different organizations. For example, it is not unusual for teams within an organization to develop extremely close working relationships with sole source contractors, and market outlets. In our example, two types of teams employed by the county government (fire fighters and EMTs) work across organizational boundaries with hospital teams (surgery and recovery) to accomplish the superordinate goal.

To the extent that MTSs are nested within a given organization, the larger system will serve more as a buffer of influences stemming from the external environment. For example, product development MTSs consisting of engineering and graphical design teams may be heavily influenced by aspects of its surrounding company, including the company’s goals, culture, and reward systems. Both characteristics and entities of the larger organization, as well as those of the surrounding environment more directly influence cross-boundary MTSs (e.g., our emergency response MTS example) and internal MTSs that are situated close to organizational borders (e.g., those in the service industry).

Characteristics of the MTS Environment

A primary reason for the existence of MTSs is their responsiveness and adaptability to challenging performance environments. Environments that are challenging can have any combination of the following elements: (1) complexity; (2) dynamism; (3) novelty; and (4) uncertainty. Environmental complexity refers to the diversity of elements that must be dealt with by the MTS (Dess & Beard, 1984; Scott, 1998). Dynamism refers to the rate of variability, stability, and turbulence of the environment (Dess & Beard, 1984). Novelty means unfamiliar and unexpected performance situations that, while maintaining their primary mission and objectives for the team, differ in terms of their specific performance requirements and strategic approach (Marks et al., in press). Uncertainty indicates the unpredictability of the environment and the extent to which it is possible to forecast its behavior in advance (Sutcliffe, 1994; Waller, 1999). Collectively these four features combine to yield environments that could be scaled in terms of how challenging they are to operate in.

Complex, dynamic, novel, and uncertain environments are more difficult to work in because the performance challenges that arise are nonroutine (Dutton & Dukerich, 1994) and often require unique and system-wide responses in limited time periods. MTSs are particularly suited to work effectively within these types of challenging environments because they exhibit ‘requisite variety’ (Ashby, 1968), the ability to reconfigure themselves to best align with environmental demands. In this way, highly interdependent MTS component teams can change the nature of their interteam working relationships to best adapt to the particular environmental challenges or opportunities that arise. In our ER example, to the extent that there were more injured individuals than expected, effective fire
fighters and EMTs would adjust their activities to secure all victims quickly, and then inform the surgery and recovery teams of the additional patients. Rapid coordination among teams allows the entire ER MTS to handle unexpected changes. As one portion of the system adapts to environmental pressures of one sort or another, the actions and processes of tightly coupled component teams must respond in a synchronous fashion if the MTS is to be effective.

Lawrence and Lorsch (1967) postulated that different subunits within organizations are confronted with unique environmental demands. They argued that the structure of subunits should be tailored to the particular environment within which they operate. Applying this notion to MTSs that resemble fairly autonomous and tightly coupled team-centered subunits, it is likely that different MTSs within the same organization face a unique set of environmental demands. For instance, an emergency room MTS in an inner-city location faces a more dynamic and unpredictable environment than a cancer unit in that same hospital, or a hospital emergency room in an affluent suburban community. This point further justifies the need to examine the MTS as a separate unit of analysis with respect to the external environment.

**Structural Requirements for MTS Environmental Adaptation**

As mentioned above, a key feature of MTSs is ‘requisite variety’ which provides them with the ability to adapt efficiently and effectively to challenging environments. This requires a structure that is capable of facilitating rapid coordination and information management processes in response to the environmental demands. Consistent with contingency theories that advocate that structural designs should be aligned with the nature of the environment and technology (Keller, 1994; Scott, 1987), MTSs occupy a variety of structures from steep hierarchies to decentralized sets of teams that share common goals. The nature of the work to be accomplished, coupled with the environment in which this work must be completed, drive the goal structures that direct MTS activity. In this sense, the goal hierarchies of MTSs are driven, at least in large part, by their environment (Lawrence & Lorsch, 1967) and the communication technologies that are present (Keller, 1994). Because most MTS environments are fairly challenging, their structures are designed for responsiveness and adaptation. Mechanisms that facilitate rapid, seamless interteam coordinated action enhance MTS responsiveness and effectiveness. For example, decentralized communication structures are characteristic of MTSs because they enable the free exchange of information as needed.

In sum, MTSs are open systems that operate interdependently with their surrounding environments. Their environments consist of both the larger embedding organization(s), as well as external forces that interact directly with the MTS. Organizations that contain MTSs entirely within their boundaries serve as a buffer between the MTS and the external environment, whereas cross-boundary MTSs interact much more closely with the surrounding environment. The complex and dynamic nature of the environment in which MTS goals must be accomplished requires efforts of multiple integrated teams working in close collaboration toward collective goals. The next section describes the goal structures that unite component teams and guide teams through interdependent task accomplishment.

**MTS Goal Hierarchies and Performance Episodes**

According to Locke and Latham (1990), goals are ‘desired outcomes in terms of level of performance to be attained on a task’ (p. 24). By their very nature, goals identify a quantity of work that must be accomplished by a certain time and within certain quality standards. A multitude of studies on goal setting have put forth abundant evidence for the favorable effects of goal setting on individual task performance. Goals influence performance through several motivational and cognitive mechanisms, including the mobilization of effort, the focus of attention in a particular direction, the encouragement of persistence and sustained effort over time (Locke, Shaw, Saari & Latham, 1981), and the regulation of effort expenditure (Locke, 1966). Goals also stimulate the development of task strategies (Bandura & Wood, 1989; Terborg, 1976). Specific and difficult goals direct attention towards a desired outcome, thus facilitating the evolution of particular task strategies by delineating aspects of the task that require attention (Early, Wojnaroski & Prest, 1987).

Researchers have also investigated the benefits of collective goals for group performance. A meta-analysis of the relationship between group goals and performance indicated that teams with specific, difficult yet attainable goals, performed approximately one standard deviation better than groups with ‘do your best’ goals (O’Leary-Kelly, Martocchio & Frink, 1994). In many ways, the mechanisms through which collective goals operate are analogous to those of individual goal setting: they direct attention, channel and sustain collaborative effort, and regulate group resource allocation. Yet collective goals have additional benefits; they energize team members, unify workers, reduce conflict among members, and facilitate a sense of unity and cohesion in the pursuit of a common goal (Sherif, 1966). Moreover, collective goals have been shown to enhance commitment to collective tasks, thereby decreasing performance decrements.
associated with social loafing (Hoffman, Kaplan & Metlay, 1994).

Collective goals facilitate two critical processes: the selection and generation of appropriate action plans or strategies, and collective coordination. Collective goals direct the team’s attention and effort towards particular meaningful outcomes, thus enabling teams to develop strategies to reach those outcomes. Team strategies clarify the relationship between effort and performance, thereby increasing motivation. Team strategies also elucidate the roles and actions of members of the collective in reaching goals, which facilitates coordination among them. Research has shown that goals have their greatest impact on employees’ behavior when they are set at difficult yet attainable levels, people are committed to accomplishing them, and progress feedback is provided (Locke & Latham, 1990). Feedback is important because it makes vivid the ‘performance gap’ that remains between how much a team has accomplished by any given point in time versus how much will ultimately be required (Kluger & DeNisi, 1996). These dynamics can only operate when goals are cast in some sort of time frame. These time frames constitute performance episodes. The following sections elaborate on this notion of performance episodes and how goals are linked both within and across component teams in an MTS. For simplicity’s sake, we begin by explaining the role of temporal influences on the achievement of a single team goal. We then discuss the complexities teams face when managing the pursuit of multiple goals. Finally, we expand this thinking to include how multiple teams within an MTS simultaneously orchestrate the accomplishment of multiple goals over time.

Component Team Goals

In this section we describe the processes related to component team goal accomplishment. Our focus here is on team goal attainment, rather than phases of a team life cycle or single task accomplishment. We share McGrath’s (1991) view that teams are typically engaged in the pursuit of multiple goals concurrently, thus several tasks are often being juggled at any one time. The pursuit of multiple goals simultaneously ‘creates an environment where members are engaged in complex sequences of interdependent tasks that compose a larger project’ (McGrath, 1991: 149). Whereas McGrath talks about time as an environmental driver, we add the notion that time is linked to goal accomplishment in an episodic framework (see Marks et al., in press). No theories have focused directly on explaining how time impacts team interaction processes for goal attainment.

Performance Episodes

The input–process–outcome (I-P-O) models explain team effectiveness as a function of inputs and processes. We believe this oversimplifies and distorts most teams’ actual path to goal accomplishment, and that I-P-O models are more appropriately applied to smaller segments of team action. Team performance trajectories more commonly consist of several I-P-O type cycles that run sequentially and simultaneously (Marks et al., in press). Our theory is based on the idea that teams perform in temporal cycles of goal-directed activity called episodes. Episodes constitute the rhythms of task performance for teams. Episode durations stem, in large part, from the nature of the tasks that teams perform, as well as from the manner in which members choose to complete work. They are most easily identified by goals and by goal accomplishment periods.

Component teams have unique performance rhythms regulated by the task and temporal demands placed on proximal goal accomplishment. Performance rhythms refer to the interaction patterns that occur within episodes and the speed with which they occur, and are influenced by the environment and the nature of the performance requirements. Component teams may have different rhythms that would increase the challenge of interteam coordination. For example, the EMT and emergency surgical teams in our example have relatively short performance episodes, whereas the nursing crew and doctors responsible for patient recovery will likely segment time in much longer durations. For teams with high levels of task interdependence, their rhythms are necessarily yoked because of their mutual dependence on each other for shared knowledge or integration of actions. Again from our example, the fire fighters and EMT teams must closely synchronize their efforts in terms of quickly and safely extracting injured motorists from the crash scene. Teams with fewer interdependencies are concerned less with simultaneous action sequencing and more with the timing of information flow and knowledge transfer. The emergency room surgical team does not have to coordinate its’ actions in real time with that of the EMT team. Their joint effectiveness, however, is tightly coupled in a sequential fashion and the extent to which patient status and other vital information is communicated effectively and remedial actions are passed from one team to the next will have substantial effects on the patients’ likelihood of survival.

Performance episodes represent identifiable segments of an ongoing stream of behavior. Most teams, except for a few limited types such as taskforces, are responsible for accomplishing a number of activities over a fairly long period of time. The conclusion of one episode normally marks the initiation of another, whether these are work orders, quarterly sales profits, or halves of a sporting event (although there are variations on this pattern). Episodes may vary substantially in their duration. Moreover, longer-term episodes are often segmented
into sections or subepisodes of more limited scope and duration that contribute to the larger effort. In this sense, performance episodes parallel recent thinking about the nature and structuring of goals (Austin & Vancouver, 1996; Bandura, 1991; Vallacher & Wagner, 1987). Thompson (1967) argued that breaking them down into their constituent parts, sequencing the requisite accomplishment of the parts, and then focusing attention on completing the subgoals accomplishes more distant goals. Some of these subgoals could be accomplished simultaneously, whereas other subgoals are dependent on others having been accomplished previously. Distilling them into more manageable subgoals and coordinating the requisite sequencing of proximal goal achievement accomplishes distant goals. This thinking can be applied equally to individual teams and MTSs as collectives.

The notion of breaking down distal goals into more proximal goals has been advanced in a wide variety of disciplines ranging from macro-organizational behavior (Carroll & Tosi, 1973), to team (Pritchard, Jones, Rother, Stuebing & Ekeberg, 1988) and individual behavior (Catrambone, 1996, 1998), to the nature of cognitive functioning (Ward & Allport, 1997). This raises the question of how one identifies the most salient ‘chunking’ or ‘coarseness’ of performance episodes. At one extreme, long-term organizational goals are too far removed in time, ambiguous, and dynamic to have any direct influence on the day-to-day activities of teams. On the other hand, once one starts breaking down distal goals to subgoals, an infinite regression begins and it is difficult to know when to stop dissecting the behavioral stream. For example, cognitive psychologists often break down subgoal routines to intervals lasting only seconds or less. This may be informative from a psychological perspective, but such a fine-grained analysis is of little value to researchers and practitioners wishing to influence team processes in macro-organizational settings.

We submit that salient team performance episodes are best identified by completing a thorough team task analysis to identify the most meaningful temporal segmenting of work (see Tesluk et al., 1997). Sometimes the nature of the work being performed has a natural rhythm. For example, the EMT team in our example would likely focus on how quickly and in what condition they delivered the patients to the hospital. Although they might also identify more specific subepisodes (e.g., getting to the accident scene, extracting the patients, stabilizing them, transporting patients to the hospital, and preparing to be available again), generally speaking ‘the delivery of a stable patient’ is what they focus on. In other instances, performance episodes are externally imposed and somewhat arbitrary. For instance, the radiology unit of the hospital in our example may concentrate on achieving quarterly goals related to efficiency and costs that have little to do with the ebb and flow of patients through the emergency room. Furthermore, social–psychological factors such as the larger organizational culture, team histories, and even the personalities of team members may influence the establishment of particular episodes. Some teams seek feedback almost constantly and adopt very short episodes, whereas others performing the same task activity may go long periods of time before taking inventory.

Multitasking

Up to this point we have discussed performance episodes as though teams pursued simply one of them at a time. However, few real-world teams have the luxury of performing one task activity (McGrath, 1991). Virtually all present-day work teams have to multitask in order to manage a vector of performance episodes simultaneously. Teams often work in multiple performance episodes at a given point in time, each with its constituent subgoals and subepisodes along with its associated rhythms and sequence. Just as teams need to break down and sequence subepisode accomplishments, they must orchestrate multiple episode interfaces. Figure 15.3 illustrates team multitasking, where one team is concurrently working four tasks over a period of time. Tasks 1 and 2 are initiated first, while tasks 3 and 4 begin later on. The figure indicates that some subgoal episodes take longer to accomplish than others, and that I-P-O cycles occur within each subgoal episode of each task.

Moreover, the timing and duration of these episodes often differs markedly and may cause even greater coordination challenges. The primary challenge is for teams to develop and execute a multifaceted plan of work that simultaneously manages performance gaps in each of their important performance episodes. In so doing, teams may often neglect one or more particular tasks in order to close the gap on others. Alternatively, efforts might be diverted from shorter-term initiatives if a long-term project is at a critical juncture in its development. For example, the fire fighters in our example would not only have the responsibility to safely extract the crash victims from their automobiles, they would also be responsible for protecting the lives of others and minimizing further damage and loss of property. They would work with police officers to direct traffic and clear roadways, they might have to actively fight fires that resulted from the crash and/or spray fluids to prevent the onset of fire, and they would likely stay on the scene long after the immediate threats have subsided to ensure that no further fires developed. The array of activities described above stem merely from their presence at the crash scene. However, they are simultaneously responsible for several other activities with different time rhythms such as enhancing fire prevention and public awareness of hazardous situations.
Each goal and associated performance episode has a valence or relative importance attached to it that may heighten or weaken its salience to the team given the myriad of demands they face. Teams are constantly faced with a resource allocation challenge whereby they try to maximize their ultimate effectiveness by minimizing the magnitude of performance gaps of the most salient performance episodes. Complicating matters, the various episodes that teams are performing are not likely to be time synchronized, they have varying degrees of importance, and other unanticipated demands will likely be placed on the team. Additionally, these parameters are likely to change over time in unpredictable ways. The challenge then is to devise strategies and to execute actions that enable the team to simultaneously work towards the accomplishment of multiple goals over time. These work processes need to be both concrete enough to guide specific behavioral requirements, yet flexible enough to be revised as circumstances warrant. Ultimately, team effectiveness, then, becomes a weighted product of the extent to which members maximize goal accomplishments over time. Having established this foundation of how individual component teams pursue their multiple-related proximal goals over time, we now turn to a consideration of MTS goal-related processes.

**MTS Goal-Related Processes**

Above we advanced the idea that MTS component teams are linked by virtue of functional interdependencies among their respective inputs, processes, and/or outcomes. Furthermore, we argued that component teams must manage the accomplishment of multiple proximal goals over time. Taken together, these processes combine to suggest that MTS component teams will exhibit a vast array of complex interdependencies with other teams over time, and that these relationships are embedded in an MTS goal hierarchy. Below we discuss the nature of such a hierarchy and its implications for MTS processes and functioning.

**Goal Hierarchy**

A central tenet of own MTS framework is that collective goals are nested hierarchically within the MTS. We define an MTS goal hierarchy as an interconnected network of collective goals, where the shortest term (proximal) goals are at the lowest levels of the hierarchy, longer-term goals (distal) are at higher levels, and superordinate distal goals that represent the MTS objectives are at the top of the hierarchy. Figure 15.4 illustrates a goal hierarchy consisting of four component teams and three goal levels in the context of our emergency response example. In this example, the fire-fighting and EMT teams must work very closely together to safely extract and stabilize the injured motorists. Doing so successfully would constitute accomplishing the first proximal goal (i.e., G1). The work of the two teams on G1 is best described as intensively linked. The joint efforts of the fire-fighter and EMT teams are then linked sequentially to those of the
emergency room surgical team, and finally to those of the recovery team. The work of each is influenced in large part by how well the preceding team(s) in the system performed their functions. For example, successful repair of the patient (G2) is predicated on how well G1 was accomplished and then how well the surgical team did its part. At this stage, the patients’ status is a complex product of the coordinated efforts of three component teams. The ultimate effectiveness of the MTS is realized at G3 and reflects not only the combined efforts that lead to G2 accomplishment, but also the latter sequenced efforts of the long-term recovery team. The efforts of all component teams are necessary to reach superordinate goal attainment. Furthermore, the extent to which the efforts of the four teams are coordinated effectively plays a critical role in whether the superordinate MTS is realized.

The structure of a goal hierarchy is specific to each MTS, but some general statements can be made. All MTS goal hierarchies have at least two goal levels, but frequently more. Goal interdependence increases as one moves up the hierarchy as higher-level goal accomplishment depends, in part, on the accomplishment of lower-level goals. In other words, component teams may work independently towards lower-order goals, whereas higher-order goals require the coordinated efforts of multiple teams. The hierarchy apex represents the superordinate goal and rests on the accomplishment of all lower-order goals. More often than not, time will coincide with the level of the goal, such that larger tasks, and tasks that require the integrated actions of multiple teams, are more likely to be longer-term goals. In addition, goal priority, the relative valence or importance assigned to goals in the system must be clarified. This is especially important within an MTS context because of its hierarchical goal structure. To complicate matters further, recall that all component teams are responsible for accomplishing multiple goals. Some of these may be linked with one set of teams in the hierarchy in a very short-term time frame and must be worked on in an intensive fashion, whereas other tasks may be liked sequentially with other teams’ efforts and have a much longer time frame. Still other efforts may have to be directed toward activities that are outside the realm of a given MTS initiative but still must be performed in a timely and high-quality fashion (and may even be part of some other MTS).

Our notion of a goal hierarchy is not unique in organizational sciences. For example, March & Simon (1958) argued that general organizational goals serve as the starting point for the construction of means–ends chains that involve: ‘1) starting with the general goal to be achieved, 2) discovering a set of means, very generally specified, for accomplishing this goal, 3) taking each of these means, in turn, as a new subgoal and discovering a set of more detailed means for achieving it, etc.’ (p. 191). Accordingly a hierarchy of goals is established whereby each level is ‘... considered as an end relative to levels below it and as a means relative to the levels above it. Through the hierarchy structure of ends, behavior attains integration and consistency, for each member [team] of a set of behavior alternatives is then weighted in terms of a comprehensive
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scale of values – the “ultimate” ends’ (Simon, 1976: 63). In short, Collins (1975: 316) suggested that this organizational structure is best described ‘as a nested set of plans for action.’ This thinking is also embedded in the logic of management-by-objects (MBO) schemes whereby top management first develops the goals for the company as a whole. These goals set the framework for the next layer of management, who define the goals for their divisions in support of the overall company goals. This goal-setting process cascades down the organization so that all managers work with their employees to create goals at every level of the organization in support of the overarching organizational goals. The goals link the layers of the organization together in an MBO system (Carroll & Tosi, 1973).

Embracing this hierarchical network of goals framework, the effectiveness of an MTS can be assessed on a macro level by superordinate goal accomplishment, as well as at more micro level by evaluating goal accomplishment rates of component teams and nestings of teams. Unlike the MBO system that requires challenging goals to be set with employee participation, MTS component team goals can be specified at any level (e.g., by executive teams or leaders, or more participatively by component team members) as long as there is goal acceptance at all levels (Locke & Latham, 1990).

Sources of Goal Hierarchies

So where does the underlying nature of a goal hierarchy come from? We submit that the predominant MTS technology drives the development and maintenance of a goal hierarchy. By technology we are referring to the more encompassing term employed in the organizational sciences literature rather than the more colloquial use of the term. More specifically, Hulin and Roznowski (1985: 47) define technology as ‘the physical combined with the intellectual or knowledge processes by which materials in some form are transformed into outputs used by another organization or subsystem within the same organization.’ In other words, we argue that the nature of how work gets accomplished within and between MTS teams articulates their operative goal hierarchy and should be revealed by a thorough team task analysis (see Tesluk et al., 1997). The interdependencies between teams may stem from an inherent demand for coordination from task requirements to simply routinized modes of informal communication. In any case, this hierarchy of goals drives the functioning of the MTS. We should add at this juncture a caveat in that our use of the term technology does not encompass the nature of how work flows within or between teams, which we see as a separate issue and discussed earlier in terms of alternative work processes (cf. Saavedra et al., 1993; Thompson, 1967; Van de Ven & Ferry, 1980).

Component teams operate in work settings where they are typically confronted with multiple and sometimes conflicting lower-order goals that must be managed for MTS goal attainment. MTS leadership is often tasked with developing a framework for goal prioritization in accordance with higher-order MTS goals and communicating this framework to component teams. MTs place a premium on the mechanisms through which lower-order goals get aligned in consideration with superordinate goal attainment. One central role of leadership is to facilitate horizontal and vertical integration of MTS goals and related activities. In this manner, a collective process can evolve in an MTS via the goal hierarchy, even if component teams are oriented towards different proximal goals. This is not to say, however, that goals are derived strictly from top-down directives or emanate direct from the task environment. Teams may very well develop informal norms, working relationships, and other liaisons that take on the features of more formal prescribed goals and help to link activities and contribute to higher-order goal attainment.

Cooperative Goal Structure

A defining characteristic of nested goal hierarchies is that the interconnected network of team goals that support the larger MTS mission are cooperatively linked at a higher level in the network. In other words, component teams perceive that their goals are positively related, such that progress towards their proximal goal facilitates other teams’ chances at reaching their goals, and vice versa. In Deutsch’s (1983) theory of cooperation, he states that cooperative goal interdependence directly affects members’ behaviors. Those with cooperative goals assist others in performing effectively to reach their goals, communicate more accurately and freely, and support each other, even if in so doing they must channel efforts away from accomplishment of their proximal goals. It is the realization that the individuals (or teams) are linked together in a larger system, and that the effectiveness of that larger system is of utmost importance, that enables individuals (and component teams in an MTS) to best allocate their resources.

Much of the empirical testing of cooperation theory is at the group level of analysis, yet Deutsch assumed that goal interdependence was just as important for intergroup relations because of the need for organizational groups to communicate, coordinate, exchange resources, reduce competition, and manage conflicts. Researchers have speculated that groups committed to their own (proximal) goals have trouble coordinating with others (Tjosvold, 1984), even when their goals are related. MTS goal relationships foster intergroup information exchange, interteam trust, support and reliance, and task commitment (Guzzo & Shea, 1992). One critical function of a cooperative goal
structure is to synchronize interteam processes. The existence of superordinate goals integrates component team processes and outcomes by providing a direction and structure for collaboration. Organizations often expect individuals to work cooperatively, yet rewards are based on individual performance, thereby reinforcing competitive goals. Effective MTSs have component teams that not only work in a nested goal hierarchy, but also have awareness of the cooperative nature of proximal goals and avoid mixed messages (e.g., individual- or component-team-based pay incentive systems) that derail the cooperative goal structure.

In sum, MTSs use goal interdependence to generate cooperative cultures that enhance processes such as interteam coordination and communication. Superordinate goals give rise to the MTS processes that foster integration and coordination of the processes that occur in component teams. In turn, cooperation influences both MTS processes and outcomes.

**MTS TIMING/PHASES OF PERFORMANCE**

In this section we explain how temporal influences overlay MTS goal hierarchies and impact MTS level processes and goal attainment. Unlike our running example, many MTSs are subsumed within organizations and receive their superordinate goal from them. MTSs are created by organizations to handle time-sensitive demands imposed by a turbulent environment. Thus, their purpose is more proscribed than that of larger organizations, directing our focus to the effects of time on MTS goal attainment. Other MTSs, such as the ER example that we have elucidated, are formed to deal with more socially or community-based needs. Below, we discuss temporal patterns in goal-related MTS performance requirements to draw attention to the necessity of planning and pacing collective activities in order to accomplish goals. Recall that in our earlier discussion of goal hierarchies, we defined goals as specifying some amount of work to be completed within a given time frame and quality standards. The environments in which MTSs operate, along with the team interdependence requirements for goal attainment, impose temporal constraints on the goals and the larger goal hierarchy. A major challenge of the MTS is the temporal alignment of goal hierarchies with environmental pressures.

MTS component teams are interdependent and must integrate their efforts both within and across teams. Figure 15.5 depicts our example MTS component teams performing a sequence of interdependent goal-directed activities. Note that the fire-fighter and EMT teams work simultaneously and collaboratively initially, and the result of their joint efforts (i.e., the stabilized victim) becomes the starting point for the surgery and recovery teams. The heavy reliance on between team coordination in MTSs mandates that teams must synchronize their efforts in accordance with goal accomplishment. All goals have a temporal component in the form of an explicit or implicit time limitation or scope. The pace of performance is driven, at least in part, by the time demands conveyed by the goals (Latham & Locke, 1975). Thus, the rate and pattern of MTS coordination among component teams is driven in large part by the time constraints of the MTS goal structure. In turn, the hierarchical goal structure of the MTS drives the strategies, the between- and within-team interaction patterns, and performance over time. Teams must integrate their actions to meet the MTS coordination demands set by the overall MTS strategies for MTS goal accomplishment.

**Critical Levers for MTS Effectiveness**

Up to now we have defined MTSs, discussed their primary characteristics, including their interdependence requirements, the nature of their environments, and their goal hierarchies, and also discussed how they operate via a temporally based model of MTS effectiveness. However, there are a number of different processes that can exert influence on MTS effectiveness that have not yet been mentioned. In this section we discuss briefly four critical levers for MTS effectiveness: shared member mental models; leadership; information technology; and reward systems. These critical levers serve as intervening processes in the functioning of the MTS; effective implementation of each can facilitate overall system performance, and ineffective or the lack of implementation of each can detract significantly from an MTS’s potential.

**Shared Mental Models and MTS Effectiveness**

The effectiveness of MTSs depends heavily upon how well the individual units coordinate their activities. An important determinant of such coordination is an understanding, held by the members of the MTS, of the MTS environment and the collective responses required by its contingencies. Several researchers have argued that, at the team level, effective coordination depends upon the emergence of a shared mental model, or common understanding among team members regarding expected collective behavior patterns during team action (Cannon-Bowers, Salas & Converse, 1993; Klionski & Mohammed, 1994; Mathieu, Heffner, Goodwin, Salas & Cannon-Bowers, 2000). Well-developed mental models help individuals to process and classify information more efficiently,
and form more accurate expectations and predictions of task and system events (Cannon-Bowers et al., 1993; Rouse & Morris, 1986). When such models are shared among team members, they are better able to anticipate each other’s actions and reduce the amount of processing and communication required during team performance. The result should be more effective team problem solving and performance (Klimoski & Mohammed, 1994).

The same effects apply at the MTS level; shared understanding among the teams in an MTS should promote more efficient collective information processing and coordinated actions. This raises an important question, though – what kinds of information must be shared in order to maximize effectiveness? Cannon-Bowers et al. (1993) suggested three kinds of knowledge structures in teams that we suggest have parallels at the MTS level. The first is a mental model that contains knowledge about the purpose of the team within the MTS and more specifically the task requirements related to this purpose (called a task model). This model includes task procedures, strategies, and information on how the task changes in response to environmental contingencies. In an MTS, each team is assigned a specific task in accordance with the functional interdependencies required by the larger goal hierarchy. Team members need to have a common understanding of this task and how it fits within the larger goals of the MTS. Understanding this fit requires knowledge about the purposes and tasks of the other units in the MTS and how all of the different unit tasks are connected as part of a functional interdependency. Thus, in an ER MTS, the various teams each need to understand how their actions fit with those of the other units. They know, not only what they are to do, but also what other units are doing in anticipation of or in response to their own actions.

A second model represents knowledge about unit characteristics, including their task knowledge, abilities, skills, attitudes, preferences, and tendencies (called a team model by Cannon-Bowers et al., 1993). In planning their own activities, MTS units will make choices based on their understanding of the capabilities of their partnering units. If for example, there is a ‘weak’ unit, other units will have to compensate for this deficiency in their own actions. This kind of compensation requires a shared knowledge of each unit’s resources that are brought to collective action. Indeed, Mathieu et al. (2000) demonstrated that to the extent that teammates shared both task and team mental models their team processes and ultimately team effectiveness were
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**Figure 15.5 MTS sequence of interdependent goal-directed activities**
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enhanced. A third model, and the one that is perhaps the most significant in terms of regulating collective action, encodes information with respect to the individual and collective requirements for successful interactions among team members. Cannon-Bowers et al. (1993) argued that to be effective, team members must understand their role in the task, which is their particular contribution, how they must interact with other team members, who require particular types of information, and so forth. Related to this, they must also know when to monitor their teammates’ behavior, and when to step in, and help a fellow member who is overloaded, and when to change his or her behavior in response to the needs of the team (p. 232).

When shared among team members, this model, called the team interaction model, is particularly crucial to effective coordinated action. Extrapolated to the MTS level, such interaction models define how individual units are to coordinate their responses with other units in the MTS. Thus, for example, in an ER MTS, each unit knows what it must do in relation to or interaction with the activities other units. Nurses and doctors wait for the actions of fire and EMT crews; the latter units complete their tasks at a trauma site, deliver patients to the ER, and then step aside. Doctors follow the activities of nurses, or vice versa. Members of each unit understand how and when the roles of their unit are coordinated with those of all other units. When this understanding is shared among MTS units, cross-team coordination and collective responses are more efficient and more adaptive.

These shared mental models, as we have described them, do not reflect specific situational contingencies. Converse and Kahler (1992) described another kind of shared knowledge structure, called a strategic mental model that connects unit capabilities and tasks with specific environmental requirements. They suggest that such mental models are “comprised of information that is the basis of problem solving, such as actions to meet specific goals, knowledge of the context in which procedures should be implemented, actions to be taken if a proposed solution fails, and how to respond if necessary information is absent’ (p. 6). These models are malleable, in that they are applied and modified in the context of dynamic environments.

In essence, strategic mental models are cue-contingency models operating at several levels. At a broad level, these models link MTS and unit missions with categories of collective responses. For example, in an ER MTS, the nursing unit has a certain mission that calls for sets of responses; the EMTs, having a different unit mission, has a separate set of responses. When the missions of these units change, their response sets change, accordingly. Thus, across an MTS, units share an understanding of their collective and singular missions, and how they are linked to specific environmental dynamics.

At a more specific task level, MTS units share strategic models that link specific environmental contingencies to specific MTS decision alternatives. In essence these can be described as ‘if–then’ representations, where MTS units understand that if a certain event or crisis occurs, each unit within the MTS needs to respond in certain ways, and in accordance with the actions of other MTS units. As such, these kinds of shared knowledge structures are crucial in promoting the ability of an MTS system to be effectively adaptive to the environment.

Cannon-Bowers et al. (1993) argued that shared mental models promote accurate expectations regarding the roles and behaviors of individual team members in concerted collective action. The same is true at the MTS level. Thus, the degree to which the team interaction and strategic mental models are (a) accurate and (b) shared among all MTS members should influence subsequent coordination of MTS units (Cannon-Bowers, et al., 1993; Klimoski & Mohammed, 1994). Also, if MTS members can make accurate predictions regarding subsequent collective actions, then team and MTS communication patterns should also be affected. That is, shared mental models promoted more efficient communication patterns and ‘implicit coordination strategies’ (Cannon-Bowers, et al., 1993) in MTS systems.

Leadership in MTSs

An important influence on the effectiveness of MTSs is the quality of leadership processes, both within and between teams. One perspective of leadership, the functional leadership approach, specifically addresses in broad terms the leader’s relationship to the team (Fleishman, Mumford, Zaccaro, Levin, Korotkin & Hein, 1991; Hackman & Walton, 1986; Lord, 1977). This approach applies equally well to leadership in MTSs. As described succinctly by Hackman and Walton (1986, p. 75): ‘The key assertion in the functional approach to leadership is that ‘[the leader’s] main job is to do, or get done, whatever is not being adequately handled for group needs’ (McGrath, 1962, p. 5). If a leader manages, by whatever means, to ensure that all functions critical to both task accomplishment and group maintenance are adequately taken care of, then the leader has done his or her job well.’

Broadly defined, this perspective suggests that individuals occupying leadership positions within and across an MTS are responsible for: (1) linking a team to the other units within the MTS; (2) linking the MTS as a whole to its external constituencies, stakeholders, and its larger external environment; (3) establishing strategic and operational directions for both team and MTS actions based on these linkages; and (4) facilitating within- and between-team operations to accomplish these
directions. These activities suggest several critical distinctions regarding both team and MTS leadership. First, leadership includes boundary role activities linking: (1) teams to other teams within the MTS; and (2) the MTS as a whole to its broader environment (Katz & Kahn, 1978). For example, in an ER, the heads of the EMT teams and the emergency room teams are acutely attuned to the activities of their respective units and how they fit within the constellation of activities by other partnering units. They constantly monitor the environment of their respective units to know how to adapt the activities of their units accordingly.

Team and MTS leaders are typically responsible for learning developments and events within and outside of the MTS. Further, they are responsible for interpreting and defining environmental events. Zaccaro and Marks (1998) defined this as the leader’s liaison role within teams. Because most team problems originate from their placement and role within the MTS, their diagnosis requires that leaders be attuned to developments and events within and outside of the MTS. Further, the team leader is responsible for interpreting tasks assigned to the team within the MTS, especially when such tasks change from routine practices as a function of changing environmental contingencies. While this role is important for team success (Ancona & Caldwell, 1988), it becomes absolutely critical within MTSs, as the tight linkages between teams require more extensive coordination. Accordingly, we would argue that communication among MTS unit leaders is more frequent and more closely linked than communications among unit leaders in more traditional organizational arrangements.

The second distinction is that leadership typically involves discretion and choice in what solutions would be appropriate in particular problem domains. MTS leadership is most necessary for problems in which multiple solutions are viable and/or requisite solutions need to be implemented in complex circumstances. Thus, when shifting environmental dynamics require nonroutine collective responses, MTS leaders set the directions for the MTS as a whole and for the each team within the MTS. The nature of these directions can be as broad as a ‘vision’ and as narrow as a task assignment. It can short-, medium-, or long-term in focus. Regardless of its scope, the direction established by the MTS leader provides the framework for the internal dynamics within the MTS. Further, effective MTS and unit leaders will establish directions for their units that keep them aligned with other units. Here, the liaison role becomes entwined with the direction-setting role leaders in an MTS. The understanding leaders have of the MTS’s external context contributes to the goals and directions they establish for the MTS as a whole and for each team within it.

A major leadership requirement within MTSs is the careful coordination of activities both within and between teams. For example, within a team, leaders need to identify key individual resources, and to plan the correct timing, sequence, and level of individual actions based on these resources. They must carry out these activities in careful coordination with similar activities by leaders of other units within the MTS. Because of the intensity of connectivity in an MTS, team leaders within an MTS probably spend a greater portion of their time on interteam coordination than team leaders in more traditional organizational arrangements.

Given these distinctions, we are suggesting that, more than in traditional organizational arrangements, the influence of leadership in MTSs needs to be considered at two levels – within each team, and across the MTS as a whole. As noted, the nature of an MTS and its integrative goal hierarchy places a premium on both team coordination and team boundary spanning activities. A goal hierarchy that specifies varying degrees of interdependence defines the relationships between teams in an MTS. The nature of the interdependence (sequential, reciprocal, intensive) determines precisely how each of the teams needs to coordinate with the others. These interdependencies also contribute significantly to the delineation of member roles within each team.

The team performance requirements that emerge from these interdependencies suggest a number of critical leadership influences on the development and maintenance of successful within team coordination that can be characterized in stages (Kozlowski, Gully, McHugh, Salas & Cannon-Bowers, 1996). First, leaders need to facilitate the identification and combinations of contributions from team members that are most likely to lead to task success. This means developing their own awareness of what resources are available to the team, and planning how best to effectively combine and integrate these resources. The second step is for leaders to provide training, instruction, and opportunities for team members to learn the roles and tasks that need to be integrated into effective teamwork. The focus is not as much on learning individual roles, but rather on developing the interaction patterns necessary for team success. Finally, the team leader needs to facilitate the development of mechanisms that regulate and standardize these patterns. Ideally, once these are established, they are reinforced by the team members themselves as they monitor their joint actions.

These steps produce regulated coordination patterns within the team. However, they do not necessarily foster team adaptation; indeed, they may cause the team to become more rigid in its responses within a dynamic environment, particularly if these patterns were successful on earlier tasks. This form of responding can be fatal to the success of an MTS that needs to change their actions quickly in the face of altering environmental contingencies. When team complexity increases
to the point where established interaction patterns are not sufficient, the team leader needs to reconsider team resources, recombine them into more viable coordination patterns, and reorient team regulation mechanisms (Kozlowski et al., 1996). Also, to promote team adaptation, team leaders need to promote the display of flexibility and creativity among team members, albeit within the confines of MTS task requirements and environmental conditions.

Similar processes operate for the MTS as a whole. A fundamental leadership requirement at this level is to specify the appropriate functional interdependencies, given the goal structure dictated by environmental and strategic task demands. This requires knowing the functional capabilities and resources of all the teams within the MTS and assigning them accordingly to a place within the goal hierarchy. MTS leaders also need to facilitate both the emergence of regulatory mechanisms across the MTS so that interteam actions are well coordinated, and the creation of norms that promote MTS flexibility and adaptability. Because of the functional interdependencies within the MTS goal structure and the need for the MTS as a whole to be maximally adaptive, within-team leaders will need to focus more heavily on the development of coordinative regulatory mechanisms, while the MTS leadership team will typically need to devote more of their work time ensuring system flexibility.

The functional interdependencies within most MTSs require that within-team leaders maintain several alignments in order to ensure a coherence and integration of multiteam goals and directions. First, there needs to be a vertical alignment and integration, where goals established for teams at multiple levels are congruent with the operating strategies established for the MTS as a whole. Likewise, the alignment of goals of teams linked in sequential or reciprocal interdependence needs to be carefully established and maintained. While MTS leaders establish this alignment, within-team leaders carry the responsibility for maintaining vertical integration during action phases. Horizontal goal integration is just as important. MTSs will fail if different teams that are linked intensively are pulling in alternate directions. Thus, multiteam leaders need to align the goals of their intensively linked teams, while within-team leaders need to monitor and maintain these alignments.

In sum, the coordination and boundary spanning requirements for successful MTS functioning are enormous and typically the key responsibilities of MTS leadership teams. The importance of leadership increases as: (1) units operate in increasingly dynamic and fluid conditions; and (2) units within a system are tightly linked in some functional interdependence. Both are conditions that define MTS functioning, and point to the critical influence of leadership on MTS effectiveness.

**INFORMATION TECHNOLOGY AND MTS PROCESSES**

It is almost trite to say that information technology (IT) is changing the way in which work is accomplished. This is particularly true, however, in MTS systems. As the nature of modern work becomes more and more knowledge driven, digital means of communication and coordination take on even a larger role in present-day organizations (Bikson, Cohen & Mankin, 1999). Whereas the use of computer-aided work functions were previously viewed as a competitive advantage, they are now quickly becoming a technological imperative if organizations are to survive. These new technologies are not only enabling work to be done faster, but they are qualitatively changing the fundamental manner in which work gets accomplished, particularly in MTSs.

Bikson et al. (1999) advanced four generic avenues whereby information technology could enhance team functioning: internal communications; external communications; task information, applications, and analytic tools; and feedback purposes. We would argue that these same processes would apply even more acutely to MTSs. For example, Bikson et al. (1999) submitted that action team effectiveness during transition phases would be enhanced by the use of simulations and modeling for engagements as well as the use of sophisticated systems for tracking resources and other inputs. During engagements, Bikson et al., argued that information technology facilitated the communication among team members and between teams, as well as better coordinated the rapid deployment of resources when needed.

For example, Imperato (1999) describes how the introduction of computer-aided design (CAD), manufacturing (CAM), and engineering (CAE) changed the fundamental way that Ford’s Product Development System (PDS — which we would characterize as an MTS) operated. In the previous design, the PDS would require over 200 custom-made prototypes to be constructed to test the impact of various design alternatives. The process was extremely expensive, took over 55 months to complete an average cycle, and stifled creativity. With the introduction of a sophisticated CAD/CAM/CAE system, design engineers from different functional areas could simultaneously introduce modifications to a master virtual (i.e., digital) prototype off-line, their contributions could be submitted and integrated digitally, and the average cycle time was reduced to approximately 24 months. What is important to note with this example is that the underlying nature of the functional interdependencies between units did not change (they were still highly process interdependent in terms of design modification implications). What the CAD/CAM/CAE system did,
MTSs and Reward Systems

MTSs present a unique challenge in terms of aligning rewards with performance. Several authors have submitted that in order to optimize overall effectiveness, human resource systems, and in particular compensation systems, must be aligned with organizational strategy and design (Gomez-Mejia & Balkin, 1989; Motemayor, 1996; Snell & Dean, 1994). Clearly one of the guiding principles for establishing such alignment is the extent to which work in the system is highly interdependent and the extent to which cooperation versus competition is valued (DeMatteo et al., 1998; Eby & Sundstrom, 1998). Previous research has found that team-based rewards positively influence performance when individuals’ work is highly dependent on that of their teammates’ (Saavedra, Earley & Van Dyne, 1993; Tjosvold, 1986; Wageman & Baker, 1997) and when the organizational culture values cooperation over competition among members (Kirkman & Shapiro, 1997; Morgenstern, 1995). However, DeMatteo et al. (1998: 161) submitted ‘when work is designed so that teams must cooperate, rewards that reinforce individual team performance may increase competitive behavior across teams and decrease between-team cooperation.’ In other words, team-based rewards may overly focus members’ efforts on achieving proximal goals at the expense of the between-team cooperation that is critical for realizing superordinate goals (Gomez-Mejia & Balkin, 1989; Kay & Lerner, 1995).

Because MTS designs place a premium on both within- and between-team cooperation, aligning formal reward systems becomes more complex.
It would appear as though the use of multitier and multifaceted compensation systems are most appropriate for MTSs. At a minimum, the alignment principle would likely suggest that MTS members’ compensation should be based on a three-tier system that offers an individually linked base salary with incentives for both component team and MTS performance. Developing and managing such systems is difficult enough when all component teams are contained with the boundaries of a single organization, and even more challenging when they traverse such boundaries.

Most team-based compensation systems establish a portion of each member’s compensation on the basis of individual attributes (Lawler, 1999). Traditionally this individual component has been based on factors such as member’s educational background, the job he or she performs, tenure in the organization, and perhaps an individual incentive plan. However, recently there has been a call to shift the basis of this compensation facet to ‘pay the person.’ (Lawler, 1998). In other words, the individual component of an MTS compensation plan could be skill-based and reward individuals on the basis of how well prepared they are to operate in an MTS environment. Such emphases would go beyond traditional task-related knowledge, skills, and abilities, and include ‘other characteristics’ such as teamwork skills (cf. Stevens & Campion, 1994; Cannon-Bowers, Tannenbaum, Salas & Volpe, 1995).

Because MTSs are networks of interrelated team efforts, and both within and between team coordination and cooperation are essential, a delicate balance must be achieved if utilizing group-based rewards. On one hand, component team-based rewards must be salient enough to crystallize teamwork and to provide a direct ‘line of sight’ between members’ actions and the rewards that they receive (Lawler, 1999). On the other hand, MTS members must not lose sight of the roles that their teams play in the larger system and should be compensated, at least in part, on how successfully the superordinate goal is realized. In other words, some portion of members’ incentive compensation should be linked to how well they achieve proximal component team goals, whereas some portion should be linked to the success of the system. We submit that the relative apportion of the incentives should be guided by the nature of the MTS goal hierarchy. Specifically, to the extent that a component team has relatively few tight linkages with other teams in the system (i.e., is on the periphery of an MTS), their incentive pay should be weighted more heavily on the extent to which they meet their proximal goals. Conversely, to the extent that a component team is tightly intermeshed with others in the MTS, its incentive compensation should be weighted more heavily toward MTS bases. This could very well lead to different MTS component teams operating under differing incentives ratios – each reflecting their relative role in the goal hierarchy.

While a multitier compensation program appears optimal for MTSs, we do not wish to imply that the nature of financial rewards must be uniform across the three bases. Indeed, we would anticipate that individually keyed compensation would be best administered in terms of salary bands commensurate with having developed various KSAOs (Knowledge, Skills, Abilities, and Other). Movement within such bands could be responsive to more traditional indices such as educational background and tenure with the organization. Team-level incentive compensation would likely be best awarded in terms of performance-based bonuses. Here performance would be evaluated in terms of proximal goal accomplishment as specified by previously agreed-upon performance standards. Notably, this would constitute within-organizational comparisons and be evaluated in an absolute sense (i.e., against performance standards rather than the performance of others). Finally, MTS-based performance incentives would likely come in the form of profit sharing, stock options, and other externally keyed indices.

Measures of performance(s) would also have to be scaled appropriately for such a multiltered system to be effective (Lawler, 1999). The skill-based individually keyed portion should have specified hurdles (e.g., having completed formalized on-the-job training programs) and have performance evaluation systems that are both accurate and perceived to be fair (Lawler, 1999). Team-based evaluations could be tied to a variety of indices, but measures such as time to completion, performance levels, percentage of wasted materials, etc., could be employed depending on the nature of the workteam performed. 360 degree evaluation and feedback systems could also be utilized as long as care is taken to select raters who are familiar with each team’s performance (the MTS goal hierarchy should provide a guide as to which teams are best positioned to evaluate the performances of which other teams). Because MTSs often operate in fluid and dynamic environments, customers and other sources of information outside of the MTS may offer unique perspectives and particularly sensitive sources of feedback.

Assessments of MTS-level performance will likely best employ external indices such as profits, return on investments, market share, and so forth. Benchmarking against previous MTS-level performance offers a useful ipsative measure for gauging continuous improvement efforts, and benchmarking against other similar MTSs (or other forms of collectives) provides a useful normative referent. Regardless of the specific algorithm and measures utilized to implement a multiltered system, however, two keys to its success will be the extent to which members are involved in the development of
the system, and the extent to which the MTS maintains open communication about compensation related matters. The participation feature helps to ensure that members are committed to the system, whereas the communication feature helps to minimize feelings of inequity that naturally arise in multitier systems.

Finally, we should note that reward issues become even more complicated when the MTS contains teams that come from different organizations. For example, the compensation programs of the police, fire fighter, EMT, 911 operators, and hospital-based teams are at best loosely coupled and at worst totally unrelated. Yet, rewarding teams for executing interfaces effectively is at a premium. We would suggest that members of component teams in such systems could still be rewarded in the context of two-tier systems that compensate individual skill development and team performance on proximal goals that are within their purview. We would then advocate that cross-organizational coalitions be formed that can develop and allocate rewards for effective MTS level performance. Such rewards would likely be in a form other than traditional bonuses or profit sharing, but may be valued by members nonetheless. 360 type feedback and evaluation systems could be employed to distinguish which teams of a certain ‘type’ contributed most effectively to overall MTS performance. For example, the 911-operators and hospital-based teams could perhaps vote on which fire-fighting and EMT units performed most effectively and delivered patients to the hospital in the most timely and stable conditions. If we can adapt an analogy from the world of sports to MTSs, professional athletes often claim that the most cherished awards that they receive are those that are voted on by opposing players. We would submit that component teams who feel recognized by their peers as among the best of ‘their kind’ would feel quite motivated regardless of whether the award constitutes a large financial windfall. Finally, cross-organizational MTSs may be able to benchmark their performance against other similarly structured MTSs. Towns and cities take great pride if their emergency response MTSs are recognized as among the best regionally or nationally. Here again, the recognition and intangible rewards are likely to be powerful additional motivational components if the remainder of the compensation systems is seen as equitable.

CONCLUSIONS

A primary goal of this chapter was to persuade readers that MTSs are important collectives that have yet to be formally recognized or studied in organizational sciences. Our intention was to spark interest and discussion about MTSs, so that researchers and practitioners will focus more on MTSs within and across organizations. Another important goal of this chapter was to set the theoretical stage for a program of empirical research on MTSs. One of the first directions for such an initiative would be to examine the underlying principles of MTSs, such as the impact of various forms of functional interdependencies on MTS processes and effectiveness. A related effort would be to create taxonomy of types of MTSs and how they operate. In a more applied vein, research could be directed toward illuminating which interventions (e.g., training, leadership, IT systems) best influence MTS processes and outcomes, and how such efforts combine with those of more traditional ones targeted at different levels (e.g., team training, organizational development). We believe that there is fertile ground to be mined, both in terms of theoretical richness and applied implications, by adopting this ‘team-of-teams’ approach and recasting our inquiry to focus on MTSs. In our personal observations of multiple independent teams working toward a shared objective, many if not most of the performance problems were due to between-team communication and coordination problems. We believe that focusing on MTS-related themes offers much value added beyond currently available approaches.
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INTRODUCTION

I’m writing this manifesto to show that you can perform contrary actions at the same time, in one single, fresh breath. (Tristan Tzara, Dada Manifesto of 1918)

The last quarter of a century has witnessed an explosion of research on how people make decisions, and the study of Judgment and decision making (JDM) has emerged as a unique area of inquiry within psychology (Dawes, 1998). Modern JDM research has become well integrated into applied areas of psychology such as consumer, clinical, and forensic psychology, as well as other fields such as medicine, law, accounting, finance, and marketing. Industrial–organizational (I/O) psychology, however, has not been quick to embrace the findings from mainstream JDM. For example, even though one of the leading I/O psychology journals, Organizational Behavior and Human Decision Processes, is also one of the leading JDM journals, the founding editor’s hopes for cross-fertilization have never been fully realized (Naylor, 1984; Weber, 1998). Naylor commented,

I have been of the philosophical position that both constituencies (if I could get either to read the papers of the other) might indeed benefit! They have much to say to each other. I have even hoped that some sort of osmotic process of information exchange might take place, even if there was no intention to be exposed by either party. (1984: 2)

Indeed, a look at the directories for the Society for Judgment and Decision Making and the Society for Industrial and Organizational Psychologists reveals very little overlap in the memberships of the two organizations. This is despite the fact that there are a large number of topics in I/O that have strong judgment and decision-making components. For instance, I/O has been preoccupied throughout its history with the question of how best to assess and select employees who will be successful in the
future, a seemingly natural fit with JDM’s focus on making decisions under conditions of uncertainty. Other I/O topics with the potential for more JDM influence include job choice, performance evaluation and acceptance of feedback, organizational withdrawal and citizenship, compensation, strategic forecasting, and human resource planning.

I/O psychology, however, has gone its own way in studying how judgments and decisions are made in organizations. In some respects, I/O has been ahead of the pack. For example, advances in understanding judgment accuracy (see Sulsky & Balzer, 1988), along with contributions to the emerging area of naturalistic decision making (e.g., Cannon-Bowers & Salas, 1998; Hollenbeck, Ilgen, Tuttle & Sego, 1995), have made I/O an exception to the preoccupation with biases and errors that has historically characterized much of JDM research (see Funder, 1995, Orasanu & Connolly, 1993). On the other hand, I/O has clung tenaciously to the value-maximizing ‘rational man’ as a descriptive model of decision making, despite the beating this poor man has taken over the last 25 years. This is reflected in the continued widespread application of expected-value-based models, such as expectancy theory (Vroom, 1964) and image theory (Beach & Mitchell, 1990) to workplace issues (e.g., Harris & Greising, 1998; Klein, 1991; Lee, 1996; Stevens, 1998; Vanous & Colella, 1989).

Perhaps it is a difference in the dominant traditions of the two fields that has precluded more productive communication between them. I/O psychologists have traditionally concerned themselves with the things that make people different from one another. JDM’s nomothetic approach, often favoring simple between-subjects experiments, may seem foreign or sterile to I/O researchers who prefer to use complex correlational procedures to examine data collected in organizations. Whatever the reason, there appears to be a gap between JDM and I/O research. One purpose of this chapter is to bridge this gap by providing an introduction to modern JDM research that is both accessible to and timely for I/O psychologists interested in decision making in organizations. I find JDM to be an enormously interesting and exciting field of study. It is composed of a wonderfully heterogeneous group of researchers, representing applied and basic interests from diverse fields. Because the area of JDM is so big, and the interests of its constituents are so varied, I have been highly selective (and not entirely representative) in my coverage of topics for this chapter (see Dawes, 1998, and Mellers, Schwartz & Cooke, 1998, for recent reviews). Special attention has been given to topics that I believe are relevant to I/O, but that have been underrepresented in the I/O literature. I hope to stimulate ideas for decision-related research and application in the workplace. I seek most of all, however, to transmit a little of my excitement for JDM to the reader.

BACKGROUND

Many scholars of the history of decision-making research point to two papers published in the mid-1950s as marking the beginning of JDM as a field within psychology. The first was a review published in Psychological Bulletin by Edwards (1954) that exposed psychologists to important work on individual choice in economics and statistics (e.g., von Neumann & Morgenstern, 1944), showing its relevance to the psychology of choice. The second paper by Hammond (1955) was published in Psychological Review and showed how principles of perception (see Brunswick, 1956) were applicable to the study of judgment. Although one could point to other works at this time as being equally important and influential in the development of JDM (e.g., Luce & Raiffa, 1957; Meehl, 1954; Simon, 1955), the papers by Edwards (1954) and Hammond (1955) are notable for setting course two independent programs of research within JDM: choice and judgment.

Following the lead of Edwards (1954) and others working at the time on psychological perspectives on economic and statistical problems (see Thrall, Coombs & Davis, 1954), psychologists concerned with the choice program of research began studying how people make decisions involving uncertain probabilities. The gambling metaphor guided the thinking of these choice researchers, and behavior in the laboratory was compared to axioms of expected utility or models derived from psychophysics. Normative theories served as foils against which actual behavior could be compared. This provided choice researchers with a rich source of null hypotheses, and stimulated a lively program of research aimed at modeling decision-making behavior and cataloguing heuristics and biases (see Kahneman, 1991, for a review).

A second course was set by Hammond (1955) and others (e.g., Meehl, 1954) interested in how people transform information from the environment into judgments about the future. The gold standard for these researchers was not behavior prescribed by a normative theory, but the relationship between prediction and actual outcomes. Hammond (1955) showed how Brunswikian theory was relevant to the task of making inferences from incomplete and fallible cues in the environment. Whereas the gambling metaphor guided the thinking of choice researchers, the perception or ‘lens’ metaphor guided thinking in the judgment arena. According to this view, people are intuitive statisticians forced to make probabilistic judgments based on their perceptions of how environmental cues relate to one another. Studying judgment, therefore, required observing behavior in its natural environment, or in a laboratory situation that faithfully represents relevant aspects of the natural environment (Hammond, 1996).
Although ambitious attempts have been made to integrate choice and judgment research (e.g., Hammond, McClelland & Mumpower, 1980; Slovic & Lichtenstein, 1971), investigators in the two areas worked in relative isolation from one another for many years. This isolation probably stemmed partly from differences in methods of research, and also from fundamental differences in assumptions about human rationality (Jungermann, 1983). Whereas choice researchers have generally focused on deviations from rationality, judgment researchers have focused more on successful adaptation to the environment. This division is much less apparent in recent years, however, as many decision researchers have moved freely back and forth between choice and judgment. Goldstein and Hogarth commented on this present state of JDM research:

JDM research is not ‘paradigmatic.’ There is no single, universally endorsed, overarching theoretical framework that researchers use to organize and guide their efforts. Rather, there are a number of schools of thought that identify different issues as interesting and deem different methods as appropriate. In addition, the situation is complicated by the fact that these schools overlap and interact. In fact, many researchers participate in several. (1997: 3)

In the following paragraphs, I review some of the major topics that have occupied JDM researchers in recent years. Along the way, I have also attempted to show how these topics relate to issues of concern for I/O psychologists. I begin by discussing one of the earliest concerns of JDM researchers – risky decision making.

**DECISION MAKING UNDER RISK**

Examining recent sales figures showing steady decreases in market share, the CEO of an historically dominant corporation believes the company has been relying on past successes for too long. Furthermore, he believes that the company needs to break out of old habits and start doing things differently, but wonders, ‘Why won’t people in this company take more risks?’

**Cognitive Perspectives**

Definitions of risk vary all the way from a focus on personal harm, found in medical and hazard research, to emphasis on possible opportunities, found in economic and business literatures. In JDM, the term ‘risk’ has often been used interchangeably with the term ‘uncertainty.’ Decision makers are said to be risk averse if they prefer a sure thing to an option whose outcome is uncertain (i.e., a risky option). Consider a newly hired sales employee, named Susan; Susan is fresh out of college and is faced with a choice between a sure salary of $75,000 per year or a commission having 80% chance of earning $100,000 per year. If she is like most new college graduates, she will likely choose the sure salary. Susan would be considered risk averse with this choice, however, because the uncertain commission has a higher expected value (.80 × $100,000 = $80,000) than the sure salary of $75,000.

It has long been known that people do not operate on pure expected value. In fact, as early as 1738, Bernoulli noted that people use subjective utilities in place of dollars for these kinds of decision. Bernoulli’s (1738/1954) hypothetical utility function proposes that subjective utilities are nonlinearly related to dollar amounts. For example, this decelerating utility function suggests that there is more psychological difference between $1000 and $2000 than between $10,000 and $11,000. This explains risk aversion such that, for instance, Susan will be willing to forgo the additional $25k offered with the commission in order to have the sure $75k salary. The incremental utility of going from $75k to $100k is no match for the excitement of going from $0 to $75k!

That people are generally risk averse is useful to know, but what may appear to present a problem for decision researchers is that people will occasionally exhibit risk-seeking behavior. People faced with options having negative consequences, for example, will often choose the riskiest option. Consider that irregularities were found in our friend Susan’s tax statements. Her tax advisor gave her a choice between paying $7000 in taxes now, or trying a risky (albeit legal) alternative having an 80% chance of losing $10,000 and 20% chance of losing $0. In this situation, Susan chooses the risky option. Note, however, that this option has a more negative expected value (.80 × −$10,000 = −$8000) than the sure option (−$7000). Kahneman & Tversky (1979) would explain Susan’s transformation from cautiousness to risk seeking as resulting from a tendency to evaluate outcomes differently whether one is looking to avert losses or add to gains. Figure 16.1 shows the hypothetical utility function proposed by Kahneman and Tversky’s (1979) prospect theory.

Note that the upper right-hand (gain) quadrant is no different from the Bernoullian function, but that the lower-left (loss) quadrant reveals an accelerating utility function. People who have experienced gains are expected to view additional gains as having less incremental utility than people who have experienced losses. Thus, risk aversion is expected for gains, but risk seeking is expected for losses.

What does all of this have to do with decision making in organizations? For one, it suggests that organizational decision makers may take great risks to recoup real or perceived losses. Shefrin and Statman (1985) noted, for example, that financial
investors have a tendency to ‘sell winners too early and ride losers too long.’ In other words, when an investment has gained in value, investors often forgo future possible gains by getting out too quickly. Also, when an investment has fallen in value, investors will often hope for an upturn and risk further loss rather than accepting the certain loss (Moore, Kurtzberg, Fox & Bazerman, 1999). Returning to our example of the CEO who wonders why his employees avoid risk-taking behavior, prospect theory would suggest that employees of a company that has historically enjoyed a dominant market position would view risks from the perspective of a decision maker in the gain quadrant. Thus, these people would not be expected to view a change from the status quo as desirable.

The observed tendency to take unwarranted risks in order to recoup or avoid losses is related to the well-known sunk cost effect (Staw, Barsade & Koput, 1997). The sunk cost effect is a tendency to persist in an activity because of previously invested effort, time, or money. This violates the economically rational principle that people should ignore sunk costs and focus only on incremental costs when making future investment decisions. Staw (1981) argued that people fall prey to sunk costs in order to justify past decisions. Arkes (1996) suggested that another reason people fail to ignore sunk costs is that they overuse a ‘don’t waste’ heuristic that serves them well in other life contexts. Arkes presented people with a vignette describing a company developing a material to be used in camping tents, only to find out that a competitor began marketing a superior product. People reported being willing to recommend abandoning the sunk cost in material development when they were told that the material could be sold to a roofer for $5000. People were not willing to recommend abandoning the project, however, when the material was to be sold as scrap for $5000. In the latter instance, people preferred to honor the sunk cost rather than engage in a ‘wasteful’ act.

Whereas the sunk cost effect represents a tendency to persist in a state of action, a similar effect has been found to operate in cases of inaction. This phenomenon, labeled ‘inaction inertia’ (Tykocinski, Pittman & Tuttle, 1995), occurs when individuals fail to act on an opportunity after foregoing a more attractive opportunity earlier. For example, imagine decision makers in a corporation, considering acquiring a company when its stock price is low, deciding instead to wait. The next time the opportunity arises the company’s stock price is higher, but the acquisition still makes economic sense. The decision makers decide, however, not to make the purchase. A series of studies have demonstrated this kind of behavior in a number of contexts (Butler & Highhouse, 2000; Hutzel & Arkes, 1997; Tykocinski et al., 1995). This research suggests that people view these (second) opportunities as losses, and forgo them in order to avoid experiencing regret.

Considerations of Motivation and Emotion

One notable feature of research on sunk costs and inaction inertia is the attention to the needs and desires of decision makers faced with risk. Lopes (1987) criticized traditional decision theoretic approaches to risk taking as being bereft of motivational and emotional concerns. According to Lopes:

So it is with risky choice; after all the study and all the clever theorizing, we are left with a theory of risk taking that fails to mention risk. It also fails to consider (much less explain) the motivational and emotional factors that give risky choice its experiential texture: the hopes and fears that give us in due measure both purpose and pause. (1987: 263)

Drawing from work in achievement motivation, Lopes (1987) called for an understanding of risk taking that focuses on the approach/avoidance conflict inherent in risky decisions. She believed that risk taking could best be understood by considering the degree to which decision makers focus on the positive outcomes associated with risk (i.e., their hopes) versus the negative outcomes (i.e., their fears). Similar approaches to decision under risk have gained increasing attention in recent years (e.g., Dutton & Jackson, 1987; Higgins, 1997; Highhouse & Yüce, 1996; Kluger, Yaniv & Küblerger, 2000; March & Shapiro, 1987, 1992), and have important implications for decision making in organizations. For example, March and Shapiro (1987) interviewed executives about their approaches to risk taking for business decisions and found that the executives’ decisions were influenced by the way their attention is focused on performance.
targets. According to the authors, ‘For decision makers who are, or expect to be, below the performance target, the desire to reach the target focuses attention in a way that leads generally to risk taking. In this case, the opportunities for gain receive attention, rather than the dangers’ (p. 1413). Highhouse and Yüce (1996) presented business students with a management in-basket exercise that emphasized either the opportunities or the threats associated with risk taking. The authors found significantly greater risk taking when the opportunities were emphasized than when the threats were emphasized, regardless of whether the cases involved recouping losses or adding to gains. These findings suggest that optimism and pessimism play important roles in the risk perception of organizational decision makers. Research is needed to investigate these effects on other risky decisions of interest to I/O psychologists, such as decision to leave an organization, or decision to engage in employee theft. Understanding the dispositions and organizational events that precipitate the viewing of risk taking as a threat versus an opportunity may allow us to better understand and predict risk-taking behavior.

INFORMATION PRESENTATION EFFECTS

The VP of human resources for a large corporation has instructed her staff to collect data on the impact of their training and staffing activities on organizational effectiveness. The staff collects various pieces of information intended to reflect intervention effect size (e.g., variance accounted for; bottom-line dollar estimates, subordinate perceptions, applicant pool growth, and user reactions). The VP wonders, ‘How can I most effectively present this information to influence upper-management decision making?’

How information presentation influences decision making is a topic that has occupied social psychologists and human factors engineers for decades. More recently, a considerable body of research has emerged in JDM on information presentation effects on judgment and choice. One stream of research has been concerned with the semantic framing of options, while another stream has focused on the display of information in decision-making contexts. These are discussed in turn.

Semantic Framing

The way in which information is worded has long been known to influence people’s perceptions. For example, Harris (1973) found that people asked ‘How short was the basketball player?’ estimated lower heights than people asked ‘How tall was the basketball player?’ Similarly, Loftus (1975) found that people asked ‘Do you get headaches frequently?’ reported more headaches than people asked ‘Do you get headaches occasionally?’ More recently, researchers have identified numerous examples of how the wording of survey items can strongly impact self-reports of life satisfaction (Schwarz, 1999; Tversky & Griffin, 1991).

A special example of item-wording effects in decision making is research on framing effects. The term ‘framing’ has been most associated with tests of prospect theory by Tversky and Kahneman (1981). The framing of a dilemma as either a chance to recoup losses versus a chance to realize gains has been reliably demonstrated to influence people’s risky choices (see Kühberger, 1998, and Levin, Schneider & Gaeth, 1998 for reviews). For example, when people are given a choice between a sure loss (e.g., eliminate 4000 of 6000 jobs) versus a small probability of no loss (e.g., 1/3 chance of keeping all 6000 jobs and 2/3 chance of eliminating all 6000), they tend to choose the long shot. However, when the same dilemma is framed as a choice between a sure partial gain (e.g., save 2000 jobs for sure) versus a small probability of a complete gain, people tend to opt for the conservative alternative (Bazerman, 1984; Zickar & Highhouse, 1998). This pattern of choice is predicted by prospect theory. In addition to business settings, risky-choice framing has been demonstrated in educational (Fagley & Miller, 1987), financial (Highhouse & Paese, 1996), and health (Tversky & Kahneman, 1981) contexts.

Levin et al. (1998) noted that much confusion has been caused by researchers indiscriminately using the term ‘framing’ to describe very different types of semantic manipulations. Consider, for example, a study by Dunegan (1993) finding that members of an international company gave lower evaluations to a project team when it was described as having a 40% failure rate than when it was described as having a 60% success rate. Clearly, risk taking was not an issue in this study, and prospect theory sheds little light on the processes underlying this semantic manipulation effect. Levin et al. (1998) referred to this type of manipulation as attribute framing. This type of framing occurs when a single attribute within a given context is the subject of the framing manipulation. Examples of attribute framing in I/O contexts have included a study showing that layoff survivors evaluate companies more favorably when information emphasizes the criteria used to keep rather than dismiss employees (Brockner, Wiesenfeld & Martin, 1995), and a study showing that decision makers evaluate a placement program more favorably when its success rate is emphasized than when its failure rate is emphasized (Davis & Bobko, 1986).

Another type of framing effect identified by Levin et al. (1998) is goal framing. Goal-framing studies are commonly used in the persuasion literature, and involve the semantic manipulation of
information to focus attention on obtaining a benefit or gain (positive frame) or on avoiding a harm or loss (negative frame). For example, Ganzach and Karsahi (1995) found that prospective credit card customers were influenced more by a message that emphasized losses from not using a card than by a message that emphasized the gains from using one. Note that both conditions promoted the same behavior in this study (i.e., using the credit card). Thus, the question in goal- framing studies is, which frame has the most persuasive impact for achieving the same end result? Although goal-framing studies have been rare in I/O psychology, Hazer and Highhouse (1997) found that some managers were more influenced by utility analysis information when the costs from not implementing a selection program (vs. the gains from implementing a selection program) were emphasized. Certainly this work could be extended to other I/O arenas concerned with influence and persuasion, such as leadership or recruitment.

### Information Display

Aside from the effects of option wording on choice, there has been a recent flurry of activity in JDM on the effects of various physical information displays on decision making. This research is concerned with the format (e.g., frequencies vs. percentages; by attribute vs. by dimension) in which attribute information is presented to decision makers charged with making judgments and choices (e.g., Gigerenzer & Hoffrage, 1995; Kirkpatrick & Epstein, 1992; Klayman & Brown, 1994; Schkade & Kleinmuntz, 1994; Wells, 1992). Payne, Bettman and Johnson (1992) recommended that information display be used proactively to facilitate normatively appropriate decision making. This was the theme behind Russo’s (1977) early work on consumer decision making in which he was able to induce supermarket customers to purchase products with lower prices by gathering unit price information and presenting it on a single list. Some recent work by Gigerenzer and Hoffrage (1995) suggested that people are capable of Bayesian reasoning when information is presented in frequency formats rather than probability statements. The authors asked a sample of experienced physicians to make inferences about the presence of a disease given a positive result for diagnostic tests. They found, for example, that physicians receiving mammography information in the probability format (e.g., probability of breast cancer is 1%) were much less likely to provide the estimate of cancer that is normatively appropriate than physicians receiving the information in the frequency format (e.g., 10 of every 1000 women have breast cancer).

Research along these lines may have important applications in I/O psychology. For instance, the practice of individual assessment usually involves having a third-party consultant collect and disseminate information about a job finalist. This information could include, for example, personality profiles, interview performance, and cognitive ability test results. How this information is reported back to the decision makers in the organization could have important effects on how the information is utilized by the client (see Highhouse, 1997). For example, Senter and Wedell (1999) presented information about apartments either by dimension (i.e., all apartments compared under one dimension) or by alternative (i.e., all dimensions compared under one apartment), and compared responses to a baseline of behavior under unconstrained search. Their results indicated that, when information was presented by dimension, the decision process was less effortful and closer to ‘unconstrained’ decisions than when information was presented by alternative. Additionally, Stone and Schkade (1991) found that presenting dimension values with words led to less compensatory processing than representing the values numerically, and Jarvenpaa (1990) found that information processing could be influenced by how graphic displays were organized (i.e., by dimension or by alternative). Research is needed to test the generalizability of these findings to organizational contexts, such as selection decision making or choosing among human-resource interventions.

Other lines of research on information display have focused on people’s intuitive preferences for certain expressions of probability. For example, people have been found to strongly prefer to draw a bean from a bowl containing 10 winning beans and 90 losing beans than from a bowl containing 1 winning bean and 9 losing beans, even though they understand that the objective probability of winning is equal for the two bowls (Kirkpatrick & Epstein, 1992). A similar phenomenon was observed by Windschitl and Wells (1998) when people were faced with problems such as a raffle with 10 tickets:

**Situation A:** You hold 3 tickets and seven other people each hold 1.
**Situation B:** You hold 3 tickets and one other person holds 7.

In this case, Situation A would be preferred because you hold more tickets than any individual competitor (3-1-1-1-1-1-1-1-1). In Situation B you hold fewer tickets than your competitor (3-7). People faced with problems like this were much more likely to choose options in which they held the greatest number of chances for favorable outcomes compared to their individual competitors (i.e., Situation A). Research such as this suggests that people sometimes allow their intuitive preferences to override coldly rational information. A classic example of this was found by Ellsberg...
ment program with the known 30% error rate. According to Einhorn and Hogarth, decision makers have a general tendency to be cautious when faced with ambiguity because they overweigh probabilities that are below some anchored value. Suppose, for example, a manager must decide between: (a) a quality management program that has been used extensively and has an error rate of 30%, and (b) a quality program that is new with an estimated error rate of 30%. According to Einhorn and Hogarth, decision makers will be more likely to imagine error rates above 30%, than below 30%, for the ambiguous program (option b). Thus, they prefer the quality management program with the known 30% error rate. The authors recognize, however, that decision makers can come to live with ambiguity when contemplating loss. For example, a manager presented with a training program having a known 60% error rate might prefer a completely unknown error rate for an experimental program. Also, Highhouse (1994) found that people can be induced to seek ambiguity simply by making explicit a range of estimates around an anchor (e.g., the unknown error rate is estimated to be between 20% and 40%). Here, the decision maker is forced to consider probabilities below 30% along with probabilities above 30%, even though ambiguity remains constant across both examples. Kuhn (1997) found that such ambiguity seeking can be strengthened by framing the probability information differently. For example, the quality program could be presented in terms of success rates (70%) rather than error rates (30%). That people have preferences for (or aversions to) some expressions of probability information may help us to understand reactions to information in other organizational contexts. For example, managers may devalue job candidates with missing application information, even when this information is beyond the candidate’s control (see Highhouse & Hause, 1995). Job advertisements often use terms such as ‘competitive salary’ to indicate starting pay, but the ambiguity caused by this practice may lead to pessimistic inferences about starting pay (Yuce & Highhouse, 1998). Also, even though Cascio (1993) suggested that managerial decision makers will respond more favorably to utility analysis information presented in the form of confidence intervals, ambiguity research suggests that managers would prefer specific point estimates of utility. These competing predictions should be tested in the field.

DECISION MAKER HUBRIS

An organizational decision maker acquires a company that is on the verge of bankruptcy, believing that the company’s problems were due to poor management. After successive years of investment without return, however, the decision maker decides to sell-off the unfortunate acquisition. The organizational decision maker wonders ‘What was I thinking?’

Whereas ambiguity aversion is an example of a tendency toward pessimism in decision making, there are far more examples of a tendency toward unwarranted optimism (Taylor & Brown, 1988; Thompson, Armstrong & Thomas, 1998; Weinstein, 1980). People have been found to generally hold unrealistically positive views of themselves and their performance (Ashford, 1989; Greenwald, 1980). New entrepreneurs wildly overestimate the chances that their enterprises will succeed (Cooper, Woo & Dunkelberg, 1988), strategic planners grossly underestimate project completion times (Kahneman & Lovaio, 1993), and people generally believe that they will be happier, more confident, more hardworking, and less lonely in the future than their peers (Perloff, 1987).

Although there have been a number of explanatory mechanisms offered for decision maker hubris, including egocentric thinking and self-gratification (Perloff, 1987; Weinstein, 1980), one possible reason is that people desire personal control over their environment, and optimism implies a sense of control (Dutton, 1993; Thompson et al., 1998). Classic research by Langer (1975) showed that people act as if they can control outcomes in situations that are purely random. For example, people infer that they have greater control if they personally throw dice than if someone else does it for them. March and Shapira (1987) observed that this illusion of control may be especially strong among managers in organizations. The authors found that managers reject the notion of uncontrollable risk, preferring to view risk as a challenge to be overcome by skill and perseverance. Hayward and Hambrick (1997) suggested that this tendency is stronger for CEOs because they often receive credit

Lottery 1: 50 Red chips + 50 Black chips = 100 chips
Lottery 2: ?? Red chips + ?? Black chips = 100 chips

Given such a choice, people overwhelmingly favor Lottery 1 and will even pay to play the less ambiguous lottery – although people are indifferent to choosing red versus black chips in Lottery 2. This preference has been termed ‘ambiguity aversion,’ and has been demonstrated in cases where a person is faced with two options that appear to be equally probable, but differ on a second-order probability dimension such as reliability, degree of certainty, or information known (see Camerer & Weber, 1992).
for success even when such success could be objectively attributed to other sources.

Another form of decision maker hubris is temporal discounting. Research in behavioral decision making has suggested that decision makers consistently discount or devalue the significance of outcomes which are delayed, as opposed to outcomes that are close at hand (e.g., Kirby & Herrnstein, 1995; Loewenstein, 1988; Stevenson, 1986). Experimental evidence suggests that people discount both future losses and future gains. For example, Stevenson (1986) found that credit plans that demanded payment over a longer period of time were preferred over those that required payment over a shorter period of time, and Loewenstein (1988), found that people were indifferent between receiving $3000 today or receiving $4000 in one year. Recent evidence, however, suggests that losses lose their power to intimidate faster than gains lose their power to attract (Highhouse, Mohammed & Hoffman, in press; Shelley, 1994). Shelley found that a sample of MBA students became increasingly risk tolerant for lotteries as temporal distance of the outcomes increased, suggesting that decision makers choose to ignore the uncertainty inherent in opportunities but readily acknowledge the uncertainty inherent in threats. Such a tendency could dispose one to discount future negative events and engage in bold forecasting.

Certainly, human illusions of control and well-being may reflect a healthy adaptation to an uncertain world (Taylor & Brown, 1988). Unwarranted optimism, however, may keep people from taking appropriate measures toward defending against or preparing to cope with future negative events. An important agenda for I/O research, therefore, would seem to be to identify methods for tempering organizational hubris. Some recent research has suggested that people will abandon unrealistic optimism when self-relevant feedback is close at hand (Shepperd, Ouellette & Fernandez, 1996). In contrast, Byram (1997) found the tendency to underestimate task completion times (i.e., the planning fallacy) to be highly resistant to debiasing techniques.

THINKING AND DECIDING

An organization has two finalists for a plant manager position. The candidates have different strengths and weaknesses, but are overall quite comparable. The selection committee is split over which finalist should be made an offer; so it decides to continue searching. After the two finalists accept positions elsewhere, the committee wonders ‘Why did we let them get away?’

Although thinking and deciding seem to be complementary activities, as the above situation illustrates, thinking over decisions can have its costs as well as its benefits. Below, I discuss research that has examined the sometimes paradoxical relation between thinking and deciding.

Thinking Too Little

Much of the decision-making literature over the years has focused on problems encountered by decision makers as a result of thinking too little about the problem at hand. Much of this research has been conducted under the ‘heuristics and biases’ rubric (Kahneman, Slovic & Tversky, 1982). A heuristic is a kind of cognitive shortcut that allows the decision maker to expend a small amount of effort to make otherwise taxing decisions. For example, the representativeness heuristic involves making judgments about likelihood based on the degree to which a situation resembles other situations (‘this job candidate has a similar life history to mine and I am successful – so this person will also be successful’). Another heuristic, called availability, involves making estimates based on instances easily available in memory (‘all of my friends want bigger cars, so I would estimate that most of the population would too’). Whereas heuristics typically lead to accurate judgments, along with conservation of effort, they can lead to systematic decision errors (Kahneman & Tversky, 1996).

Another area in which unsystematic thinking has been found to lead to decision errors is research on problem solving and reasoning (see Evans, 1989). A common paradigm used in this research is Wason’s (1960) 2-4-6 task. Participants are presented with three numbers and asked to discover the rule behind the number string. In discovering the rule, however, the participant must generate three numbers, in response to which the experimenter indicates whether or not the participant-generated string is an instance of the rule. The participant is to stop the task when he or she believes that the rule has been discovered. Typically, the person generates exclusively confirmatory (rather than disconfirmatory) number sets and stops the task prematurely. A related phenomenon, termed ‘pseudodiagnosticity’ (Doherty, Mynatt, Tweney & Schiavo, 1979) involves failing to compare alternative hypotheses, instead comparing a single hypothesis against the evidence. For example, an organizational decision maker might observe that past managers hired without experience have been successful in the company. This could lead to the conclusion that experience is detrimental to successful leadership in that company. The problem with this reasoning is that lack of managerial experience is diagnostic of successful leadership only if the probability of successful leadership is higher for candidates with no experience than for candidates with managerial experience.
Thinking Too Much

Conventional wisdom suggests that good decisions are a product of careful and reasoned analysis. Indeed, decision researchers have commonly prescribed deliberate, objective reasoning for avoiding decision anomalies (e.g., Janis & Mann, 1977; Slovic, 1982). There is a growing body of literature, however, that suggests that thinking too hard about a judgment or choice can actually lead to poorer decision making (e.g., Dunning & Stern, 1994; Halberstadt & Levine, 1999; Shafir, Simonson & Tversky, 1993; Tetlock & Boettger, 1989; Wilson & Schooler, 1991). Wilson and Schooler (1991) noted that, just as automatic behavior can be disrupted when a person’s attention is directed toward it, so can a decision be disrupted when a person is asked to reflect about the reasons for it. For example, Wilson and Schooler asked supermarket shoppers in one condition to analyze their reasons for liking different brands of strawberry jam. Shoppers in the other condition were simply asked to give their preferences without analyzing them. The authors found that shoppers asked to analyze their reasons expressed preferences that corresponded less well to those of experts (i.e., taste testers at Consumer Reports) than shoppers who did not analyze their reasons. Similarly, Halberstadt and Levine (1999) found that basketball experts asked to consider reasons why each team in a basketball tournament would do well or do poorly predicted fewer winners and predicted margins of victory that differed more from actual margins than experts explicitly told not to analyze their reasons. Dunning and Stern (1994) found that mock witnesses, presented with perpetrators from a photo lineup, were more accurate when judgments resulted from automatic recognition (e.g., ‘his face just “popped out” at me’) than when judgments resulted from a process of elimination strategy. It seems that over-analyzing our decisions can be harmful when the process of thinking interferes with our ability to focus on relevant information (Tordesillas & Chaiken, 1999). A natural extension of this research to the I/O area would be to investigate the effects of thinking too much on job choice. People searching for reasons to choose a job may give undue importance to job features that are unique to one job, rather than to features shared by the other job options (see, e.g., Dhar & Sherman, 1996).

Thinking too much has also been found to exacerbate errors such as dilution and decoy effects (Simonson, 1989; Tetlock & Boettger, 1989). Dilution occurs when people fail to ignore plainly nondiagnostic information in their judgments about others. For example, Nisbett, Zukier and Lemley (1981) found that decision makers, charged with making predictions about a student’s grade point average (GPA), made strong predictions based on knowledge about the number of hours the student studied per week. However, these decision makers dramatically tempered their GPA predictions upon receiving information that was clearly nondiagnostic (e.g., the number of houseplants the student kept). Tetlock and Boettger (1989) found that dilution effects were magnified for people made accountable for their decisions, compared with people who did not have to justify their decisions. The authors argued that accountability causes decision makers to form more complex impressions of evidence, integrating irrelevant information into their cognitive representations of the problem.

Like the dilution effect, Simonson (1989) found that the decoy effect was even stronger for decision makers asked to justify their choices. Decoy effects occur when an inferior option (i.e., a decoy) influences preferences among superior options. Consider Table 16.1, from Highhouse (1996), using a simulated employee-selection scenario.

Participants in this study were presented with two comparable job finalists and one decoy candidate, along with work sample and promotability ratings. Participants receiving Decoy Candidate (a) along with the choice pair of Candidate 1 versus Candidate 2, preferred Candidate 1 by nearly a 3 to 1 ratio. In contrast, participants receiving Decoy Candidate (b) with the same choice pair preferred Candidate 2 in nearly the same proportion. Slaughter, Sinar and Highhouse (1999) found that this effect could occur even when decision makers are not given explicit numerical values for attributes, but are simply provided with visual performance information. Simonson suggested that the dominating relationship of the targeted option relative to the decoy provides accountable decision makers with a reason that can be used to justify their choices.

Thinking too much about reasons for choices has also been suggested as a reason for procrastination in decision making (e.g., Langer, 1994; Svenson, 1992; Tversky & Shafir, 1992). These authors have suggested that people faced with tough choices will
avoid decision making unless they are able to make psychologically similar options look different in their minds. According to Langer (1994), decision makers faced with psychologically similar alternatives will gather information to differentiate the options until a ‘reasonable’ argument can be made for one of the options over the other. A proposition of this and similar models (e.g., Soelberg, 1967; Svenson, 1992) is that, failing to sufficiently differentiate options, people will avoid choice and continue to search for more options. This suggests that search may continue indefinitely, even when the choice set contains satisfactory alternatives. Some empirical support for this idea was found by Tversky and Shafir (1992). They found that, when decision makers are faced with choice options that have significant advantages and disadvantages, they are often compelled to delay choice and seek additional options. For example, imagine a job seeker considering two vacancies that differ on only two attributes:

<table>
<thead>
<tr>
<th>Advancement opportunities</th>
<th>Autonomy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job A</td>
<td>High</td>
</tr>
<tr>
<td>Job B</td>
<td>Average</td>
</tr>
</tbody>
</table>

In this example, one job is high in advancement opportunities but average in autonomy, whereas the other job is average in advancement opportunities but high in autonomy. Faced with this choice the job seeker decides to continue looking. Imagine instead that Job B was only average on both attributes. Under these circumstances, the job seeker discontinues search and chooses Job A. Thus, the hypothetical job seeker was willing to make a choice in the second circumstance but not the first, even though the overall quality of the choice set is higher in the first circumstance. Tversky and Shafir (1992) found repeated examples of people choosing to delay choice when conflict is high (i.e., options are psychologically similar), but not when one option clearly dominated the other. Moreover, this pattern persisted even when the search for additional options carried the risk of losing the original options. Research such as this has obvious implications for decision making in selection contexts, as shown in the hypothetical example at the beginning of this section. Most notably, continuing to search for job candidates when suitable minority candidates are available can constitute prima facie evidence for disparate treatment (McDonnell Douglas Corp. v. Green, 1973).

FEELING AND DECIDING

A CEO directs: ‘We want a leader who is people-oriented, but not too much of a people person. Our leader should also be bright, but intelligence is of no use if the person doesn’t also have street smarts and an aggressive temperament. The only types who can be successful here are ones who had to fight their way to be where they are now.’

The CEO described above has developed an intuitive prototype of the effective leader for the organization. Such intuitions have strong face validity and are often jealously guarded by their champions. They can also, however, sometimes lead the decision maker astray. Below, I discuss research on judgment, prediction, and the role of intuition in decision making.

The tension between thinking too much and thinking too little, discussed in the previous section, seems to relate to a long-standing distinction in cognition between analytical and intuitive decisions. Analytical decisions are characterized by step-by-step logical processes, whereas intuitive decisions often produce choices without logically defensible methodical processes behind them. In his cognitive continuum theory, Hammond (1996) proposed that decision making is conducted on a continuum anchored by intuitive cognition at one pole and by analytical cognition at the other. Hammond argued that the most common mode of decision making is quasirationality, which includes elements of both intuition and analysis. Doherty and Kurz (1996) suggested that the process of selecting applicants for admission into graduate school is the classic example of Hammond’s quasirationality. This task involves considering a number of attributes, some of which are objectively determined (e.g., standardized test scores) and some of which must be subjectively assessed (e.g., letters of recommendation); the nature of the criterion is fuzzy, no organizing principle is inherent in the task, and outcome knowledge is unavailable. Doherty and Kurz suggested that, under such conditions, the decision maker will slide between analysis and intuition. For example, a decision maker may try to intuitively balance glowing and mediocre letters, but also may try to analytically compare test scores to established norms, eventually settling on a decision about the candidate’s suitability.

Many of the phenomena discussed in this chapter can be organized on Hammond’s (1996) cognitive continuum. For example, decoy effects can be viewed as failures in analytical reasoning, whereas dilution can be viewed as a problem with intuition. Hammond, however, emphasized the adaptive
quality of quasirationality. Hammond, Hamm, Grassia & Pearson (1987) found that highway engineers asked to make judgments about highway safety could, using intuition and analysis, make judgments that were more accurate than those produced using only formulas. Blattberg and Hoch (1990) compared formula-derived marketing judgments and managerial intuition and with a method that combines 50% formula and 50% intuition. The authors found that the combined model outperformed both the formula alone and intuition alone. Blattberg and Hoch suggested that combining intuition and statistical prediction works because, whereas formulas are immune to social pressures and biases, decision makers have the ability to recognize and interpret abnormal events that are diagnostic but too rare to incorporate into formulas (see also Whitecotton, Sanders & Norris, 1998). Ganzach, Kluger & Klayman (2000) similarly showed that expert ‘fine-tuning’ of mechanical combinations of employment interview scores resulted in more accurate predictions than when the mechanically combined scores were used alone.

Before we get too excited about the power of intuition, however, it is necessary to keep in mind that humans have a poor track record when it comes to making judgments from the gut (Meehl, 1986). Dawes (1994) provided many examples of instances in which ‘expert’ judgments have been made in light of statistical information only to result in poorer predictions than when the statistical information is used alone. Dawes cautioned that combining statistical and expert judgment only works when the expert judges have access to unique information not included in the statistical model, such as when some external condition prohibits the realization of the predicted outcome (commonly referred to as a ‘broken-leg’ cue).

One of the primary reasons that experts often underperform simple linear models is that people have a tendency to use configurral rules in making predictions (Camerer & Johnson, 1997). With configurral rules, like interaction effects in analysis of variance, the impact of one variable depends on the values of other variables. Configural rules are appealing because they typically offer compelling scenarios on which to base predictions. The compelling nature of them, however, is often what makes them less likely to occur. Consider, for example, the following two scenarios:

A. An all-out nuclear war between United States and Russia.
B. An all-out nuclear war between the United States and Russia in which neither country intends to use nuclear weapons, but both sides are drawn into the conflict by the actions of a country such as Iraq, Libya, Israel, or Pakistan.4

At first glance, B appears to be more likely to occur than A. However, B (i.e., only one way in which the countries could be led into war) is a subset of A (i.e., any of a number of ways in which the countries could be led into war, including B). Decision researchers have found that decision makers are consistently seduced by highly detailed scenarios like this, causing them to violate simple rules of logic (e.g., Yates & Carlson, 1986). Configural rules are so attractive to decision makers, therefore, because they offer detailed and seemingly plausible causal explanations. Consider, for example, the hypothetical CEO specifying the characteristics of a successful leader. This executive has constructed from experience a profile of attributes that cannot be captured with simple linear (compensatory) models. Such ‘folk theories’ of performance are likely to be highly resistant to change, given the delay between prediction and feedback and the tendency to engage in confirmatory information search. Moreover, even when configurral rules are found to be incorrect, they are often refined further rather than discarded or simplified (Camerer & Johnson, 1997). An important challenge for I/O psychologists is to understand how folk theories of performance develop (e.g., Borman, 1987), and how they can be modified to fit the existing scientific evidence (see e.g., Balzer, Doherty & O’Connor, 1989).

**METHODS FOR STUDYING JUDGMENTS AND DECISIONS**

Decision researchers have used a variety of techniques to make inferences about decision making. Techniques have differed by the degree to which the focus is on the content of decisions or the process of decision making. The simplest content approach has been to observe choice behavior in response to manipulations of the decision environment. Observation of preference reversals in response to attribute manipulations has taught us a great deal about how attribute importance is often unreliable, and how preferences are often constructed at the time of choice (Payne et al., 1992). Another approach to studying attribute importance is to model decisions by means of multiple linear regression analyses (Brunswick, 1956), although other approaches such as analysis of variance (Anderson, 1981) and nonlinear regression (Goldberg, 1971) have also been used. These ‘policy capturing’ approaches involve having people provide numerical evaluations of a large number of stimuli and fitting an algebraic model to the data. An implicit assumption common to both the preference-reversal and policy-capturing literatures is that people lack insight into the factors that determine their own decisions (cf. Reilly & Doherty, 1989).

Unlike content approaches that focus on the outcomes of decision processes, process-tracing...
Approaches focus on the steps leading to a decision (see Ford, Schmitt, Schechtman, Hults & Doherty, 1989). The most common process-tracing approaches have been the use of verbal protocols and information boards. The verbal-protocol approach involves having decision makers think aloud as they work on a problem. These protocols are then transcribed and coded according to themes (e.g., Svenson, 1989). The information-board approach requires decision makers to uncover information arranged in an alternative-by-attribute matrix. Search patterns are then recorded and analyzed (e.g., Payne, 1976). The major finding from both process-tracing approaches has been that people use different strategies, depending on the stage of choice and the number of alternatives available. People generally use a noncompensatory approach early in the decision process, but switch to a compensatory approach when a smaller number of finalists survive initial screening (Ford et al., 1989).

Developments in computer-based applications have allowed researchers to gather more detailed information about search and decision behavior. For example, Wedell and Senter (1997) developed a computerized method for examining decision-maker looking behavior for attributes involved in a decision task. Participants are presented with unlabeled boxes on a computer screen; When the mouse enters the box, information is revealed and stays revealed until the mouse leaves the box. The method allows the researcher to record looking time and looking frequency for each piece of information. Another new development in process tracing is Levin and Jasper’s (1995) phased-narrowing procedure. The phased-narrowing approach requires decision makers to use a series of discrete steps to narrow alternatives to a final choice. Decision makers are instructed to transition from an ‘awareness set’ to a ‘consideration set,’ and finally to a ‘choice set.’ The ultimate choice is made from this final choice set. One of the advantages of this technique is its ability to track changes in the relative impact of different attributes across successive decision stages. A computerized version is now available (Levin, Huneke & Jasper, 2000).

Kahneman (1999) has recommended that more researchers take ‘bottom-up’ approaches to analyzing people’s reactions to information used in making judgments and decisions. Kahneman used the term ‘instant utility’ to refer to the strength of dispositions to continue or to interrupt experiences as they are occurring. Measuring instant utility requires techniques that assess on-line evaluations of information. This could take the form of verbal-protocol ratings, or continuous physical manipulation of a rating device. Such techniques are commonly used by political and consumer consultants to assess on-line reactions to speeches and commercials. For decisions that occur over a longer period of time, researchers could employ techniques such as diary keeping to examine how attribute evaluations evolve or change over extended periods. This would be particularly valuable for I/O psychologists interested in policy making, job search, or termination decisions.

**CONCLUDING COMMENTS**

My primary objective for this chapter was to provide an accessible treatment of modern JDM, and to show how this work is relevant to behavior in the workplace. The reference list has taken up a lot of the space in this chapter, but I am hoping that the chapter can serve as a rich reference source for I/O psychologists interested in workplace decision making. Had I more space to ramble on, I might have talked about research showing how negative information can have greater psychological impact than positive information of equal valence (Ito, Larsen, Smith & Cacioppo, 1998; Taylor, 1991). Certainly this work has relevance to research on the reactions of job candidates to realistic job previews (Bretz & Judge, 1998), and the selling of issues to top management (Dutton & Ashford, 1993). I might also have discussed work showing how simple context effects influence satisfaction with compensation (Bazerman, Schroth, Shah, Diekmann & Tenbrunsel, 1994; Highhouse, Luong & Sarkar-Barney, 1999; Ordoñez, Connolly & Coughlan, 2000), or how work on omission/commission (Spranca, Minsk & Baron, 1991) and outcome biases (Tan & Lipe, 1997; Weber, 1996) relates to judgments of ethical or moral behavior in the workplace.

Another topic that did not receive coverage in this chapter is dynamic decision making, including the emergence of naturalistic decision making (NDM) as an alternative to or ‘reinvention’ of traditional decision research (Azar, 1999; Klein, 1998; Orasanu & Connolly, 1993). NDM focuses on expert or tactical decision making found in occupations such as fire fighting or tank commandeering. Decision making is not seen as an event, but as a series of events that occur under pressure and must be responded to quickly. Some researchers in NDM reject the laboratory approach, and even controlled measurement, preferring instead to qualitatively study events as they unfold in the natural environment (e.g., Orasanu & Fischer, 1997). Many I/O psychologists are already familiar with NDM, as much of the research has been conducted with workteams (e.g., Cannon-Bowers & Salas, 1998; Hollenbeck et al., 1995; Zsambok, 1997).

Also ignored in this chapter was strategic decision making (SDM). SDM is exclusively concerned with decisions made in organizations (Schwenk, 1995; Shapira, 1997) and has remained relatively independent from JDM. This is evidenced by the fact that separate chapters were devoted to JDM...
(Stevenson, Busemeyer & Naylor, 1990) and SDM (Taylor, 1992) in the most recent edition of the Handbook of Industrial and Organizational Psychology. Despite its concern with organizations, however, SDM has had little impact on I/O psychology. One reason for this is that SDM is much more macro than micro in orientation, in that it borrows more from sociology, anthropology, and organization theory than from psychology. Another reason that SDM has failed to have more influence on applied fields, according to Bazerman (1999), is that it fails to provide falsifiable theory and refuses to acknowledge that some decisions are more rational than others. Schwenk (1995) has similarly argued that SDM needs to make more use of experimental research. Now seems to be an excellent time for I/O psychologists to bridge the gap between JDM and SDM.

I will conclude this chapter by suggesting that, even though I have argued throughout that JDM has much to offer to I/O psychology, I also believe that I/O psychology has much to offer JDM. First, I/O psychology’s focus on criterion measurement could contribute much to the often ignored issues of reliability and validity in JDM research. For example, Harte and Koele (1997) discussed how classical test theory can be used as a framework for designing process-tracing studies, and Zickar and Highhouse (1998) showed how item-response theory may be used to more closely examine responses to common choice dilemmas. Second, attention to the use of individual differences to predict decision behavior is almost nil in the JDM literature (cf. Levin et al., 2000). This is an area where I/O could have much to contribute. For example, individual differences in need for security or achievement are likely to relate to preferences among job alternatives that vary on longevity or opportunities for promotion (Raghunathan & Pham, 1999). Finally, some of the obvious limitations to the generalizability of JDM research (e.g., lab studies, naive subjects, decisions without consequences) could be addressed by I/O psychologists, using field studies in organizational contexts (e.g., Ganzach et al., 2000). Use of techniques such as diary keeping or web-based process tracing could shed much light on how people make high-stakes decisions in real-world contexts. Simply looking at JDM issues from the lens of a psychologist interested in workplace application can provide a unique perspective not enjoyed by basic theorists.
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NOTES

1 I have consciously ignored other topics, such as negotiation, game theory, and group decision making, that are certainly relevant to organizations, but deserve a chapter of their own.

2 Whereas this semantic framing effect is similar to the ‘Susan’ example discussed in the section on risky choice, they are qualitatively different phenomena. The hypothetical Susan was risk averse for two objective gains, and risk seeking for two objective losses (i.e., a reflection effect). Risky-choice framing, however, involves taking the same objective outcomes and presenting them in terms of gains or losses (see Fagley, 1993, for a discussion of the difference between reflection effects and framing effects).

3 This example was an adaptation of an example presented by Keynes (1921) in which a patient must decide between a treatment with a known 50% success rate, and a treatment having physician-estimated 50% success rate.

4 This example was taken from Plous (1993).
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THE CONCEPT OF
ORGANIZATIONAL DEVELOPMENT

In the last 40 years researchers as well as practitioners have been interested in organizational development (OD), considered as a response to accelerated changes in the technological, political, and institutional dimensions of our societies.

Although much discussion about the concept remains, OD has not disappeared from organizational literature and practice and it is still considered as a part of those disciplines directed toward using behavioral science knowledge to assist organizations in dealing with the problems of change. Organizational development and change, therefore, is a process by which behavioral science principles and practices are used, in an ongoing organization, in a planned and systematic way to attain such goals as developing greater organizational competence, improving the quality of work life, and organizational effectiveness (Huse & Cummings, 1985).

Systematic OD activities come from three main streams: the first two are the development of training groups (Lewin, 1947; Blake & Mouton, 1964) and the early work in survey research and feedback (Baumgartel, 1959; Marrow, 1969). In the development of both of these streams Lewin has been fundamental. The third stream is the sociotechnical approach originally developed by the Tavistock Institute of Human Relations in London (Jacques, 1951; Dicks, 1970). There is an approach the three streams have in common: the action research method, briefly described as ‘a collaborative client-consultant inquiry consisting of preliminary diagnosis, data gathering from the client group, data feedback to the client group, data exploration and action planning by the client group, and action’ (French & Bell, 1984: 35).

Because of its background, according to Bennis (1969), the modern concept of OD rests on three basic
propositions: (1) each age adopts an organizational form which is most appropriate to that particular age and changes taking place in that age make it necessary to rethink our organizations; (2) the only real way to change organizations lies in changing the climate of the organization, its way of life made of beliefs and values that strongly contribute to regulating interactions; (3) people in organizations must develop a new sensibility toward social awareness.

According to the historic research by Clark and Krone (1972) the term organizational development was used for the first time in the 1960s, and in their article, the authors go over the main phases of the development of this discipline.

Bennis (1966: 82) describes planned change as involving a ‘change-agent, who is typically a behavioral scientist brought in to help a client-system, which refers to the target of change. The change-agent, in collaboration with the client-system, attempts to apply valid knowledge to the client’s problems.’ Later, Bennis (1969: 2) defines OD as ‘a response to change, a complex educational strategy intended to change the beliefs, attitudes, values and structure of organizations so they can better adapt.’

Beckhard (1969: 4) defines OD as ‘an effort (1) planned, (2) organization-wide, and (3) managed from the top, to (4) increase organization effectiveness and health through (5) planned interventions in the organization’s processes, using behavioral-science knowledge.’

Margulies and Raia (1978: ix) first described OD as ‘a body of knowledge concerning the ways in which organizations can better adapt.’ They later define it more specifically as a ‘value based process of self-assessment and planned change, involving specific strategies and technology, aimed at improving the overall effectiveness of an organizational system’ (Margulies & Raia, 1978: 24).

In 1974, the Annual Review of Psychology published the first article about OD (Friedlander & Brown, 1974). They describe the two main approaches that characterize the field: on one hand, the human-process approach, centered on the people in the organization as well as on all the organizational processes based on human behavior; while, on the other hand, the technostructural approach, focused mainly on the technological aspect of the organization, related to the many ways in which this influences and is influenced by organizational structure. This second approach stresses the importance of fulfilling organizational goals.

The key words most often used to define OD during the first years of its development are: change of beliefs, attitudes, and values; increase in organization effectiveness and health related to generic client’s problems. We may follow the hypothesis according to which productive organizations, especially big ones, have been forced – because of the technological innovations, the widening of their area of trade, and of the increasing complexity of the internal environment as well as of the cultural and social climate of the society the organization was living in – to rethink and reproject their own relation with the external environment, in order to find a new way to adapt to it as well as new techniques of intervention. The writings of the first scholars of OD seem to reveal an enthusiastic, almost mystic, idea of change, which is considered to be a value itself. The practitioner is defined with emphasis as a change-agent, who bears the techniques which should enable organizations to develop a better integration within the internal environment as well as to adapt more effectively to the outside world. Two different areas of organizational development are identified: the first one is related to organizational structure, the second one to its processes. There seems to be absolutely no reference to other kinds of organizations but firms.

It was not until the 1980s that the concept of OD found new and more articulated definitions. Beer (1980: 10) describes OD as ‘a system-wide process of data collection, diagnosis, action planning, intervention and evaluation aimed at: (1) enhancing congruence between organizational structure, processes, strategy, people and culture; (2) developing new and creative organizational solutions; and (3) developing the organization’s self-renewing capacity. It occurs through collaboration of organizational members working with a change agent using behavioral science theory, research, and technology.’

Burke (1982: 10) views OD as ‘a planned process of change in an organization’s culture through the utilization of behavioral science technology, research, and theory.’

Robey and Altman (1982: 1) define OD as ‘a systematic process with an underlying value system which employs a variety of techniques introduced by a consultant to improve the effectiveness of complex organizations.’

French and Bell (1984: 17) describe OD as ‘a top management-supported, long-range effort to improve an organization’s problem-solving and renewal process, particularly through a more effective and collaborative diagnosis and management of organization culture – with special emphasis on formal work team, temporary team, and intergroup culture – with the assistance of a consultant-facilitator and the use of the theory and technology of applied behavioral science, including action research.’

Huse and Cummings (1985: 2) define OD as ‘a system-wide application of behavioral science knowledge to the planned development and reinforcement of organizational strategies, structures, and processes for improving an organization’s effectiveness.’
Beer and Walton suggest to enclose the discipline of OD in the wide area regarding human resource management, instead of defining it as a unique field of organizational research and practice. The article is important since it highlights the two main goals characterizing OD: the development of the organizational performance, and the improvement of the quality of work life within the organization (Beer & Walton, 1987).

Sashkin and Burke (1990) presented an accurate review of the literature concerning OD from the first years of its development until this past decade.

Some very interesting elements emerge from this study: it seems that the rapid development OD research had gone through in the 1960s and 1970s, almost stopped in the 1980s. Moreover, the review shows how the object of the studies of OD investigate, in the first place, the area of the research itself with particular concern for the problems that arise from it and for its methodologies; and secondly, various theories have been developed, though the literature regarding this area seems to be still suffering from a lack of contributions and an organized frame of reference.

Among the subjects most often mentioned there are ‘team-building,’ very popular in the 1980s, and the study of organizational culture and change. The latter is surprising, since that subject is almost never mentioned in the reviews of the 1970s, while it is the most popular theme in the second half of the 1980s (Sashkin & Burke, 1990).

In these years the action research approach was still very popular in the field, but new concepts were introduced: the need for coherence between organizational structure, processes, and culture; the need to find new creative organizational solutions; the development of organizational performance through the use of workteams; and the ability of organizations to self-regulate and self-renew.

During this time, organizations were not as worried by structural problems; social and trade-union problems became easier to deal with; operational matters were handled more quickly and with more effectiveness, thanks to technological progress and automatization; and the tendency arose to organize jobs in terms of goals instead of in terms of tasks. On the other hand, new problems concerning the economic aspect as well as a better use of the resources emerged, concerned with the ability of the organization to foresee, plan, develop programs, and to coordinate and control. Many new interventions were elaborated, and the emphasis shifted from a generic idea of change to more specific, goal-oriented changes; the change-agent became a consultant, whose work was aimed at improving the internal integration and opening the organization to the external environment. It was during this period in particular that organizations often became social laboratories where new forms of aggregated life and of being in society were thought and experimented.

Lastly, in the 1990s new definitions of OD were proposed. Porras and Robertson (1992: 722) define OD as ‘a set of behavioral science-based theories, values, strategies, and techniques aimed at the planned change of the organizational work setting for the purpose of enhancing individual development and improving organizational performance, through the alteration of organizational members’ on-the-job behavior.’

Chesler (1994: 12–13) states that ‘traditionally OD is a long range effort to introduce planned change; is based on a diagnosis that is shared by the members of an organization; involves the entire organization, or a significant subsystem; aims for increased organizational effectiveness and self-renewal; uses various strategies to intervene into ongoing activities to facilitate learning and choose alternative ways to proceed.’

With special regard to the multicultural aspect of OD, Sue (1995: 483) underlines that OD ‘a) takes a social justice perspective …; b) believes that inequities that arise within organizations may be primarily due not to poor communication, lack of knowledge, poor management, person-organization fit problems, and so forth, but to monopolies of power; and c) assumes that conflict is inevitable and not necessarily unhealthy.’

Huffington, Cole and Brunning (1997: 20) define OD as ‘a planned, organization-wide process of change, derived from behavioral science, to increase an organization’s health and effectiveness through interventions in the organization’s processes, usually involving a change agent, such that the organization actively anticipates and manages its own development and learning. The objective of OD is to integrate more fully the needs of individuals with the purpose or mission of their organization, such that there is better utilization of resources, notably human resources, and a consequent synergy of effort.’

As reported above, the definitions of the past decade represent the changes that occurred in the political, economical, cultural, and social climate. Organizations are asked to measure themselves by the globalization of the products, of capital and of jobs; moreover they are increasingly concerned with the quality of their products and services, since they need to confront new requests from within as well as from society. The development of new telecommunications and information technologies narrow space and time, and it becomes necessary to rethink the relation with the economical and multicultural context. Organizational development and change tend to refer to the whole organization, identifying higher levels of individual and organizational efficacy.

OD research becomes more aware of its possibilities but also of the limits, of the need to improve
methods and intervention techniques, of the urgency to monitor and verify what professionals and scholars from different cultures do within their organizations.

Attention is still turned almost exclusively toward the Western countries, toward productive organizations, while a growing number of requests for OD research and intervention are coming from different areas of the world, starting now, with new awareness, to deal with the problem of organizational efficacy and effectiveness. These come from public organizations (governmental agencies, schools, hospitals, etc.) or from new organizational forms (nonprofit organizations) almost totally neglected from the present studies concerning OD.

THE FINDINGS ON ORGANIZATIONAL DEVELOPMENT AND CHANGE

‘Organizational Development is still in its infancy and to date little research on its effectiveness exists’ (Beer, 1976: 939). It has been more than two decades since this statement was made; researchers around the world are still seeking answers to the basic questions with empirical research at various organizations, developing theories and models.

Some of the fundamental questions that the researchers have sought to answer from the early studies in 1960s up to 2000 are (Beckhard, 1969; Bennis, 1969; Beer, 1976; French & Bell, 1973; Schein, 1990): Does OD work? Why does OD work? Does OD cause the desired effects? What is it about specific OD interventions that cause positive changes? What are the causal mechanisms occurring in OD programs that bring about desirable outcomes? If one observes the desired effects in an organization engaged in an OD program, can the effects be attributed to the OD program? To what extent can the OD methods be applied from laboratory training to learning organizations and new organizational forms?

Katz and Marshak (1996: 40–1) questioned the existing theories and practices and their core questions were:

How do Organizational Development (OD) assumptions about change, diagnosis and intervention developed in the 1940’s, 1950’s and 60’s fit in today’s Information Age? What is the role for OD “change” agents in organizations facing constant change? Do OD practitioners have the frameworks, capabilities and skills to diagnose and respond to issues in complex, multicultural global organizations? Does OD have the technology to work more rapidly with large complex systems and groups and still be effective? How well OD practitioners deal with the dynamic tension between the need to retool and feeling of confusion, ambiguity, loss of competence as they learn to work differently?

Will episodic or continuous change models and interventions be prominent in the near future (Weick & Quinn, 1999)?

Katz and Marshak (1996: 40) stated that not only the organizations but OD also has to reinvent itself. ‘Just as the organizations are facing revolutionary changes to long established principles and practices, so too is Organization Development facing similar challenges to its established principles and practices. To remain effective and relevant OD must reinvent itself by developing more comprehensive theories, methods and practices.’ They point out some of the emerging issues related to organizational change as: client definition; diagnostic methods; intervention approaches and practitioner work styles. These issues signal the need to reinvent OD strategies and interventions in order to continue to provide meaningful assistance to individuals, groups, and organizations.

At a glance through the methodology of OD, research methods and techniques widely used in recent years include: content analysis, interviews, questionnaires, participant observation, taskforce reports, case studies, archival research, oral histories, written documents, business histories, organization charts, organizational survey reports, survey methods, simulation techniques, action research, insider/outsider approach, daily/weekly journals of consultants, sense making/sense giving, and clinical inquiry techniques.

French and Bell (1984) referred to four main problems related to research in OD. They pointed out these as: problems with definitions and concepts, problems with internal validity, external validity, and problems with lack of a theory. It is still questionable whether we have valid answers to these problems today. However, Porras and Silvers (1991) in their review between 1985–1989 concluded that there was a shift in OD studies from social factors to organizational-level factors which led to an increased volume of work on organizational arrangements and organizational-level interventions. During this period, social factors research focused on a more innovative set of variables like managerial life cycles and organizational paradigms. Organizational vision, planned change, effects of new organizational forms, employee ownership, physical setting, effects of physical setting change, and organizational factors (like structure–culture) were expected to be the emerging topics for the 1990s. Another major conclusion of Porras and Silvers (1991) was to build theories that result in testable models.

Katz and Marshak (1996) argue that, if OD is to continue its function in the near future, it must create new methodologies while redefining, redesigning, and rethinking its role. Through this reinvention basic organization development dimensions should be considered. Theories, methods, and practices for change, clients, diagnostics, intervention, work styles, and other dimensions must be
developed. ‘Organization Development must develop mechanisms for diagnosis that are more holistic and extend beyond a rational linear approach. Diagnosis must take into account multidimensional data; the symbolic as well as the literal, the overt and the covert, the rational and the emotional. Diagnosis methods must provide information that encompasses the whole system and that integrate the rational, the emotional and psychological aspects of the system’ (Katz and Marshak, 1996, 43–4).

Action research is one of the common methods widely used in organizations research after Lewin introduced in 1946. Yet it became more prominent in organization research to validate various research outputs. Eden and Huxham (1996: 526) point out that ‘action research is better captured through an interlocking set of characteristics than definition.’ They assert that ‘action research involves the researcher in working with members of an organization over a matter which is of genuine concern to them and in which there is an intent by the organization members to take action based on the intervention’ (Eden & Huxham, 1996: 527). They stated the 15 characteristics of action research (p. 539):

(1) Action research demands an integral involvement by the researcher in an intent to change the organization. This intent may not succeed, no change may take place as a result of the intervention, and the change may not be as intended.

(2) Action research must have some implications beyond those required for action or generation of knowledge in the domain of the project. It must be possible to envisage talking about the theories developed in relation to other situations. Thus it must be clear that the results could inform other contexts, at least in the sense of suggesting areas for consideration.

(3) As well as being usable in everyday life, action research demands valuing theory, with theory elaboration and development as an explicit concern of the research process.

(4) If the generality drawn out of the action research is to be expressed through the design of tools, techniques, models, and method, then this alone is not enough. The basis for their design must be explicit and shown to be related to the theories which inform the design and which, in turn, are supported through action research.

(5) Action research will be concerned with a system of emergent theory, in which the theory develops from a synthesis of the data and from the use in practice of the body of theory which informed the intervention and research intent.

(6) Theory building, as a result of action research, will be incremental, moving through a cycle of developing theory to action to reflection to developing theory, from the particular to the general in small steps.

(7) What is important for action research is not a (false) dichotomy between prescription and description, but a recognition that description will be prescription, even if implicitly so. Thus presenters of action research should be clear about what they expect the consumer to take from it and present it with a form and style appropriate to this aim.

(8) For high-quality action research, a high degree of systematic method and orderliness is required in reflecting about, and holding on to, the research data and the emergent theoretical outcomes of each episode or cycle of involvement in the organization.

(9) For action research, the processes of exploration of the data – rather than collection of the data – in the detecting of emergent theories must either be replicable or, at least, capable of being explained to others.

(10) The full process of action research involves a series of interconnected cycles, where writing about research outcomes at the latter stages of an action research project is an important aspect of theory exploration and development, combining the processes of explicating pre-understanding and methodical reflection to explore and develop theory formally.

(11) Adhering to characteristics (1) to (10) is a necessary but not sufficient condition for the validity of action research.

(12) It is difficult to justify the use of action research when the same aims can be satisfied using approaches (such as controlled experimentation or surveys) that can demonstrate the link between data and outcomes more transparently. Thus in action research, the reflection and data collection process – and hence the emergent theories – are most valuably focused on the aspects that cannot be captured by other approaches.

(13) In action research, the opportunities for triangulation that do not offer themselves with other methods should be exploited fully and reported. They should be used as a dialectical device which powerfully facilitates the incremental development of theory.

(14) The history and context for the intervention must be taken as critical to the interpretation of the likely range of validity and applicability of the results of action research.

(15) The theory and context for the intervention must be taken as critical to the interpretation of the likely range of validity and applicability of the results of action research.

While conducting action research, taking these characteristics into consideration will lead to an increase in the rigor of the research. Consequently the
researchers as well as practitioners will benefit more from the research. Another remarkable study was conducted by Beer and Eisenstat (1996) who focused on an action research project. The objective was to clearly define the technical specifications for an intervention process that develops an organization’s capabilities to implement strategy and learn. The research techniques used were content analysis of taskforce reports, interviews, questionnaires, and participant observation. The main conclusions were that the process succeeded in the short term in all its intended objectives. It was possible to identify a number of elements of the intervention design that promote systematic change, increase organizational openness, and facilitate cross-level organizational partnership.

Laurila (1997) conducted a field study to elaborate the situational determinants which influence managerial choice between different types of technology. The study consisted of a retrospective analysis of the development of a paper industry and its paper mill. The instruments used were in-depth interviews (oral history) and archival data including internal memos, newsletters, production statistics, annual reports, business histories, organization charts, performance objectives for each division, consultant reports, and a questionnaire-based survey on organizational culture. The paper industry and mill as a case was examined in the survey. The conclusions demonstrated how advanced technology can be perceived as an opportunity or threat dependent of the available material resources and firms’ competitive position.

Organizational learning or with a more populist approach ‘learning organizations’ has been a new approach for organization development researchers and practitioners in 1990s and considered ‘having many virtues’ (Levinthal, 1997: 167). One of the virtues is introduced as helping the organizations to develop the tendency to become more proficient at their current activities with experience. Another one is asserted by Senge (1990) as learning processes facilitate an organization’s adaptation to changing circumstances in its competitive environment. Levinthal (1997) refers to these two facets of learning and adds another facet of learning. He indicates that ‘the codifying of past experiences and responding to novel contexts are, in important respects, at odds. This inherent conflict poses another facet of learning. In stable words, we tend to view the codification of past experiences as wisdom. In changing environments, we tend to view this same phenomenon less favorably and term it inertia’ (p. 167). He discusses the three facets of organizational learning processes and their interrelatedness.

Contrary to Levinthal and other ‘believers’ of organizational learning, Weick and Westley’s (1996) perception and expression of ‘organizational learning’ is quite different than ‘the believers and followers’ of organizational learning. They express the differences and paradoxes of individual learning, organizations, and organizational learning. They indicate that current organizational-learning discussions, in particular related directly to information processing and indirectly to rational choice assumptions threaten to create once more an idealized sequence which in turn is not applied in organizations. They state that ‘the experiential referent for the term organizational learning is elusive. This is so, for at least three reasons: imprecise referents for the word “organization”, misinterpretations of achievement verb “learning” and debate about whether learning is an individual or organizational phenomenon’ (p. 441).

The study of Whittington et al. (1999), changing structures, which can be stated as delayering in organizations, especially removal of middle management, increasing operational and strategic decentralization with project based structures.

According to Whittington et al. (1999), changing processes in the organization’s flexibility and knowledge has become of utmost importance in the new knowledge economy which demands vertical and horizontal interaction. New strategies and structures require new ways of managing and new kinds of managers. Human resources become central to making new forms of work/organizations. The new HR practices should be concerned both with supporting horizontal networking and with maintaining organizational integration. Corporate mission building and high profile leadership is required for maintaining the ‘sense of shared corporate identity on which exchange can be built’ (Whittington et al., 1999: 587).

Changing boundaries: the importance of the concept of core competencies increases in relation to delivering, horizontal relationship, and competitive advantage.

Sakano and Lewin (1999) studied the impact of chief executive officer (CEO) succession on strategic and organizational changes. They investigated differences in Japan and the United States affecting succession consequences with a matched control group design. One of the findings was that the consequences of CEO succession in Japan were not observable in the first two years of a new CEO; however, in the United States these changes, related to strategic reorientation or organization restructuring, were observable in the first year. A remarkable finding due to the country/culture effects according to this study was that CEO succession in Japan did not have major impact on radical strategies and organizational changes (Sakano & Lewin, 1999).

Finally, as Weick and Quinn (1999) briefly state, ‘change starts with failures to adapt and that change
never starts because it never stops. Reconciliation of these disparate themes is a source of ongoing tension and energy in recent change research. Classic machine bureaucracies, with their reporting structures too rigid to adopt to faster-paced change, have to be unfrozen to be improved. Yet with differentiation of bureaucratic tasks comes more internal variation, more diverse views of distinctive competence, and more diverse initiatives. Thus, while some things may appear not to change, other things do’ (p. 381). As Weick and Quinn (1999) state, to understand organizational change, one must go back and understand the organizational inertia’s content, firmness, and interdependencies from the organizational point of view. Thus another fact, which must be taken into consideration, is that ‘change is not an on-off phenomenon nor its effectiveness contingent on the degree to which it is planned and the trajectory of change is more often spiral or open ended than linear’ (Weick & Quinn, 1999: 382). These statements once more acknowledge the dynamics of change and the concept of ‘changing’ reminds us and emphasizes that change is a continuous process.

According to the recent literature we can argue that change will continue interdependent of new technologies, new forms of organizations, innovations in research departments, downsizing and so on. At the intraorganization level, mergers/acquisitions, at the interorganizational level, joint ventures could be examples of continuous change due to the environmental changes in economy, social, political and cultural conditions in various regions (former Soviet Republics, the Far East, Korea, Japan, etc.).

OD consultants should have thorough knowledge of organizational development and change, Industrial Work and Organizational (IWO) Psychology, experience, vision, intuition, ethical standards, and be conscientious in their practices. They should have the perspective of the scientist–practitioner model, like IWO psychologists, not only providing success in their OD practices but should also help, support, and enhance the development of OD theory and methods. In other words they should work as researchers during their interventions and practices to disperse methodology in OD, and to lead progress in the area.

**ORGANIZATIONAL DEVELOPMENT INTERVENTIONS**

Different OD intervention definitions exist in the literature. Among these, French and Bell’s (1984: 122) definition is an operational one: ‘OD interventions are sets of structured activities in which selected organizational units (target groups or individuals) engage with a task or a sequence of tasks where the task goals are related directly or indirectly to organizational improvement.’ Nine years later, Chell’s (1993) definition is almost identical: ‘OD interventions are sets of structured activities whereby groups or individuals engage in tasks whose goals are organizational improvement’ (Chell, 1993, In C. Huffington, C.F. Cole & H. Brunning, 1997, p. 22).

The objective of OD is to provide organizational change to enhance improvement in organizations. Organizational development activities are designed to improve the organization’s functioning through enabling organization members to manage their team and organizational culture effectively. A basic concept related to OD studies is the ‘change-agent.’ In every OD intervention a change-agent (internal or external) exists, who plans and carries out formal OD programs and interventions.

On the research about characteristics of effective change agents four groups of characteristics were found common (Porras & Robertson, 1992). The first group of characteristics is interpersonal competence (relational skills, ability to support and nurture others, awareness sensitivity, and ability to influence others). The second group includes theory-related problem-solving capacities (knowledge on theory and methods of change, the ability to link this knowledge with organizational realities, the ability to conceptualize and diagnose, to present options to the client).

The third group of characteristics is the change-agent’s role as an educator (to be able to create learning experiences). The fourth group is self-awareness (the ability to have a clear understanding of one’s own needs and motivation). Schein (1997) points to the relations of ‘client’ and the change-agent. He focuses on simplifying models that help the researchers understand types of clients and types of client relationships and on some general principles that apply to all of them.

From the 1960s OD researchers have been working on models and classifications of OD interventions. There are numerous ways of categorizing OD interventions. Glancing at the development of OD intervention typologies we come across Blake and Mouton’s (1976) list of interventions according to their themes. These themes consisted of: discrepancy interventions, theory interventions, procedural interventions, relationship interventions, experimentation interventions, dilemma interventions, perspective interventions, organizational structure interventions, and cultural interventions. Blake and Mouton (1976) examined and refined the nature of interventions and proposed a theory and typology. Their ‘consulecube’ was built on three dimensions. The first one was related to what the consultant does, referring to the kind of intervention the consultant uses. They classified five basic types of interventions: acceptant (the consultant gives the client a sense of worth, value, acceptance, and support), catalytic (the consultant helps the client generate data and information to restructure the client’s perceptions), confrontation (the consultant points out the value discrepancies in the client’s beliefs and
actions), prescription (the consultant tells the client what to do to solve the problem), theories and principles (the consultant teaches the client relevant behavioral science theory so that the client can learn to diagnose and solve his/her own problems).

The second dimension is the focal issues, categorized and identified as: power/authority, moral/cohesion, norms/standards of conduct, and goals/objective.

The third dimension of the cube – the units of change – are the target of the consultation. Five units are proposed: individual, group, intergroup, organization, and larger social systems such as community or even society. Blake and Mouton’s “consulcube” represented a major contribution to the development of a theory of consultation and intervention. It is considered as a contribution that clarifies the role of organization development and the different interventions that make up the OD technology.

A similar approach was introduced by Schmuck and Miles (1971). They developed an OD cube based on three dimensions: the diagnosed problems, the focus of attention, and the mode of intervention. These typologies could be considered as the first road maps for OD interventions.

French and Bell (1984) stated that in order to gain a perspective of OD interventions, the typology of interventions should be based on questions like: Is the intervention directed primarily toward individual learning, insight, and skill building, or toward group learning? Does the intervention focus on task or process issues? However, they emphasize that interventions are not mutually exclusive; there is great overlap of emphasis and the activity will frequently focus on, for instance, task, at one time and process at a later time. Thus another way to view interventions is to see them as designed to improve the effectiveness of a given organizational unit.

French and Bell’s (1984) typology or, as they call it, families of OD interventions, is grouped under 13 headings, including diagnostic activities, team-building activities, grid organization development activities, third-party peacemaking activities, coaching and counseling activities, life and career planning activities, planning and goal-setting activities, and strategic management activities.

Porras and Robertson (1992) developed a classification by deriving information from the earlier works of Beer (1980), Burke (1982), French and Bell (1984), Huse and Cummings (1985). Their classification of OD interventions is by organizational unit analysis and system variable impacted. Organizational units consist of individual, interpersonal, group, intergroup, organizational subheadings, and system variable impacted consists of organizing arrangements, social factors, technology, and the physical setting within which the various techniques and applications take place.

Porras and Robertson (1992) point out some recent developments in the early 1990s. An example is, in the organizing arrangements category, ‘circular organization,’ which is a new structural form developed by Ackoff (1989). This form was designed to enhance organizational democracy, adaptability, and quality of working organizations. Another type of structural innovation that Porras and Robertson (1992) mentioned was developed by Alderfer and Tuckers in 1988, and called a ‘race relations advisory group’ (a group with balanced membership by gender with race representing a cross-section of hierarchical level and functional departments).

The outcomes of each type, dimension, or unit of interventions aim to help organizations to develop problem-solving skills and provide greater effectiveness and/or output and to offer a renewal process to organizations. It can be observed clearly that successful planned organizational change efforts lead to organizational members changing the way they behave on the job. Some examples may be changes in the decisions they make, the way they deal with tasks, the creativity they bring to the job, the initiatives they take, and the information they share (Porras & Robertson, 1992). Changes in the structure of the organization, machinery, job designs, responsibility, and budgeting system can only create long-term organizational change if the attitude and work-related behaviors of the organizational members change through OD interventions. In an interview with Wetlaufer (1999), the new CEO of Ford Motor, Nasser, states that the only way to change the individual’s work-related behavior is through teaching. He indicates that in his company the mindsets had to change, the teachable point of view helped organizational members to become teachers of change. He concluded that ‘people learned and the company turned around, we became leaders in quality’ (Wetlaufer, 1999: 88).

Let us turn to the interaction between individual development and organizational performance outcomes. Organizational performance consists of a variety of outcomes generated by organizations. Such factors as revenues, costs, market share and market position can be considered as economic performance. Among the individual or human relations performance factors, turnover, absenteeism, and grievances could be mentioned. Numerous factors contribute to organizational performance, ‘but perhaps the most important one is the behavior of individual organizational members’ (Porras & Robertson, 1992: 737). However, as was believed in the 1960s, the changes in individual behavior or individual development alone cannot create the expected change on a large scale in organizations unless changes in organizational factors and/or technology, and physical environment occur.

The organizational culture concept seems to have high impact on organizational development. It has been classified as a social or organizational factor in OD interventions mainly because it involves
values, management style, organizational communication patterns, and so on.

Schein (1996, 1997) states that one of the obstacles that organizations face, in the process of OD interventions is three different cultures existing in the same organization, unaware of each other’s assumptions. He calls them ‘operator culture,’ ‘engineering culture,’ and ‘executive culture’ and indicates that they are often not aligned with each other, causing failures in organizational learning.

Schein (1999, 1987) proposes clinical inquiry/research to obtain in depth realities in OD interventions and argues that research in any form is an intervention itself.

Maes and Slagle (1994) refer to partnering as a process of organizational change and development with deep historical roots. They discuss partnering as a strategic management tool for change.

The last study is the story of the 1997 European Quality Award (EFQM) company: Beksa from Turkey (Savas, 1999).

Beksa is a 50/50 joint venture between Bekaert of Belgium and Sabanc Holding of Turkey. Of the shareholders, Bekaert, is the world’s largest independent producer of steel wire. Founded in 1880 to produce barbed wire, the Bekaert Group now produces a wide range of steel cord and wire products. The 1996 sales turnover of Bekaert was 2.6 billion US dollars. It employs 16,000 people.

Sabanc Holding is the leading industrial conglomerate of Turkey. Founded in 1932, the Sabanc Group comprises many diverse sectors including banking, textiles, synthetic fibers, cement, automotive, tire and reinforcement materials, food, and others. The Group has joint ventures with global leaders such as Dupont, Bridgestone, Carrefour, Toyota, Dresdner Bank, etc. The 1999 sales turnover of Sabanc Holding was 11 billion US dollars. It employs 30,000 people.

Both Bekaert and Sabanci Groups found an excellent fit in forming Beksa in Turkey in 1987. To search for the roots of Beksa’s quest for business excellence, we need to go back to early 1990s.

In Beksa, production started in 1988 with the imported half product. The initial investment and the integration of the processes were completed in 1990. Beksa was then ready to go, but couldn’t. At that time, the market was depressed due to global recession; market growth was lower than expected. Sales could not support overhead and interests. To deteriorate the market situation further came the Gulf crisis and this was followed by the crisis in Bosnia-Herzegovina. The company was in trouble. The shareholders made an analysis to decide whether to support Beksa would be a right investment, and concluded that: ‘Beksa is still a right investment, potential market is still there and it will pick up’ (Savas, 1999).

A ‘rescue’ plan was drafted and executed together with the company management. The plan consisted of three major parts:

1. Restructuring of the organization; one-third of workforce was saved by job enrichment and elimination of non-value-added steps.
2. Structuring of a new working system based on total quality management.
3. Injection of money to minimize interest load; shareholders agreed to increase the capital of the company.

Our quest for business excellence with the foundations of TQM started. We can now share our experience on how we changed, how we switched to a new working system based on TQM, what we have gained and what we have learned (Savas, 1999: 2).

In 1991, the management defined the TQM approach of Beksa through a ‘Breakthrough Triangle’. Today, the ‘business excellence triangle’ considers all stakeholders who are customers, shareholders, people and in general our society (Savas, 1999).

The first steps were taken to structure a new working system based on TQM in Beksa. The management committee, with the assistance of consultants, developed clear TQM values for Beksa and defined the basics of the policy deployment model.

The new working system was based on two pillars: policy deployment system; and a new company culture.

The policy deployment model at Beksa had two main parts: ‘What we will do?’ and ‘How will we do it?’

In formulating strategy, policies, and plans, they gathered information from different sources by utilizing various mechanisms and tools. All information first entered the related processes, then transferred to their system.

The strategic plan was based on the home-made business model Beksa 2000 which is a set of linked computer programs combining relevant macroeconomic, market, financial, and technical information.

In 1991, with the assistance of consultants, the organization HR profile was subject to a survey. At the same time the management committee defined the target profile with the following qualifications: total quality oriented; high knowledge and skill; open minded to new developments; hard working; teamwork oriented; participatory; constructive; working priority for Beksa.

A consensus was reached on how to close the gap: intensive training, based on needs; effective communication, improvement on communication skills and determination of the communication needs; creative teamwork.

The lean organization had a significant positive effect on efficient top-down and bottom-up communication among the employees.

Thanks to policy deployment, we could demolish the walls between the departments. Via interdepartmental team approach there are almost no boundaries among departments now.
At Beksa, we believe that it is the people that make the difference. Therefore it is vital for us to involve all employees in processes and to mobilize their creative talents. (Savas, 1999: 2)

What we have experienced during the past decade can be summarized in one word: change.

We believed we had to integrate our technology with the production, management and industrial relations; therefore we needed to change our structure and the way we used to do our work.

By changing our organizational structure, we needed to change our understanding, behavior and relations.

It was easy to remove functional boundaries in organizational structure on paper, but it took a longer time to remove them from each other’s mind. After heavy training and other programs, we managed to minimize borders between departments and establish interdepartmental teams.

When we talk about “change” we can assure you on two things:

Change is painful
Change has to start at the top. (Savas, 1999: 2)

The management committee considered and reconsidered each requirement that would be needed to play the role of the leader and the coach for change in Beksa. It was top management’s full commitment to change that brought the mobilization of others, that paved the way for the company from a crisis situation in 1990 to winning the European Quality Award in 1997.

Below are some quantitative results of their performance through their journey for business excellence.

50% increase in customer satisfaction;
60% increase in employee satisfaction;
73% increase in involvement;
67% decrease in work-related accidents;
57% decrease in scrap;
33% decrease in electricity consumption.

Finally, despite the extensive research data on OD interventions, some topics were neglected, like effects of organizational ownership and physical setting interventions, which will be the important topics in the new age of globalization.

Moreover, more integrative and collaborative approaches are needed for multidimensional dynamics in complex systems (Katz & Marshak, 1996).

FUTURE PERSPECTIVES

As far as the scientific aspect is concerned we must notice that some contributions tend to be superficial and fragile considering the methodological issues. Nevertheless we believe that research and research methodology in OD have been changing and improving, and therefore concepts belonging to organizational development and organizational change will always attract and interest researchers and practitioners.

We thereby propose a few conclusive considerations, to the attention of those who will engage in the area of study and intervention in organizations, briefly developed around 12 points.

(1) The process of organizational development and change is, from a psychological point of view, a knowledge production process. The practitioner, instead of offering pre-made solutions, as often done by many international consultancy companies, should aim at defining the relationship that individuals, groups, and organizations have established and consolidated with their external environment, in order to help them develop new knowledge concerning different and new ways to relate to the market, technology, and culture.

Bringing about research or interventions in the field of organizational development and change, therefore, means developing knowledge concerning the relation between people and the environment they live and work in. This very statement helps to avoid the risk that conclusions reached in a specific organization are improperly generalized to other organizations, or even that an easier way to suggest organizational solutions, often derived more from ideological than from scientific assumptions, is used instead of the hard process of new knowledge gaining.

Moreover, the previous statement enables psychology of work and organization to maintain a certain degree of peculiarity toward other approaches and disciplines which deal with the problem of change within organizations. Whoever deals with organizational change and development from a psychological point of view does not bring about a content, but a method which aims, as said, at developing new knowledge about external as well as internal ways to relate. The organizational development intervention is a technical procedure supported by theories of reference, aimed at reaching concrete and defined goals of knowledge production within individuals, groups, and organizations.

(2) The analysis of the relation between people and context, and the investigation of different ways to think about this relation are basically divided into four areas: (a) organizational structures, concerning the degree of division and differentiation of activities, the level of standardization of procedures and work, and the place where the authority takes decisions; (b) organizational processes involved in the operative system, in the information system, and in the management system; (c) the technology used, with reference both to hardware
and software; (d) organizational culture, which refers to shared values, norms and practices of behavior. These four areas, often treated separately, are strongly related. The relation between organization and its context will change if the ways of thinking and managing each of the four areas, or their relations, change profoundly. These named areas are the traditional field of intervention of OD and will continue to be relevant in future as well, even though the complexity of the change processes will need to be greater and more often involve a multidimensional intervention.

(3) Much of the literature of OD refers to profit organizations, but a wide area of research and intervention exists which does not concern this organizational type. Most public organizations (government agencies, regional and municipal offices, hospitals, schools, courts) and lots of private organizations (nonprofit organizations, unions, cultural foundations) are interested in giving opportunities to processes of organizational development and change. OD research studies and interventions in these areas are few. In many places in the world, not only in the so-called third world countries, the transformation of public organizations is the core of the development of democratic life, of the participation of citizens to social life, and it is a permanent instrument to increase life standards and styles.

(4) An additional area of research and intervention is concerned with small organizations. Most OD research and experience is concerned with large-scale organizations. This reason, too, contributes to the numerous problems still existing to verify the internal validity of OD, given the large number of variables interacting. Part of the world economy, though, is based on the work of managers in small organizations who, if they succeed, have to go through cultural difficulties more than economic ones in order to develop their organizations. Small enterprises, mainly if technologically advanced, are called to deal with problems concerning changing and developing processes: the transition from a family-based to an organization-based culture; from an industrial to a financial culture; from a local to a global culture. New economy enterprises as well, are going through change and development problems. It is nevertheless true that any work with small organizations requires personalized interventions, which are also hard to repeat, and it is not possible to apply experience deriving from multinational organizations, but the very process of knowledge development enables us to take into consideration these difficulties and to project targeted interventions.

(5) A field of interest which is gaining more and more interest concerns the transition from monocultural to multicultural organizations.

(6) Internationalization, globalization, etc., are words which the vocabulary of managers has recently acquired. Toward the mid-1980s the theme of globalization emerged to highlight the phase of change, of transition from management models linked to traditional multinational enterprises to new and yet completely defined models. Specifically, global means intercontextual: internationalized communication, which inserts into the net context of experience and direct contact with different contexts, which even if related remain different, has created a situation never seen before. Therefore, organizations living in a globalized world need to redefine their relation with the context, and this since they must not deal with an integrated and unified system of knowledge used around the world, but with a differentiated and widely spread system of competencies and information which are rooted in the intercontextual connection. Hence, we find two related aspects of globalization: interconnection, which transfers information from one place to another; and differentiation, which ties it to a specific place.

International organizations appear as networks, a horizontal configuration of resources and abilities distributed, differentiated, and interrelated. The importance of horizontal compared to vertical relations grows, as well as the need to rethink the relation between headquarters and subsidiary; the change processes of this organizational type do not occur based on decisions taken by the strategic top, but derive from actions of independent actors, according to a new approach based on the multiplication of decision-making subjects and on the broad level of intra-organization. International organizations could be, today, the main field in which to test new managerial abilities through the use of continuous learning processes on a worldwide level.

The global society and the new economy are producing unified and unifying values and behavioral models. Organizations are not able to escape this tendency. The pressure toward homogeneity is growing stronger against the tendency to differentiate. Organizations have to deal with the problem of the relationship between homogeneity and difference. This problem exists because they often rely upon the same consultant companies, which seem to be the guardians of the prevalent ideology of organizational change and development.

The problem of keeping together lasting rules, precise procedures, and standards of performance with freedom and participation goes beyond organizations, which nevertheless can be a privileged laboratory in which to test human cohabitation styles and the paradigms which orient individuals and group
life. An organization, therefore, becomes multicultural not only because it operates within different geographic contexts, but because it reflects the contributions of different cultural and social groups in their mission, operations, practices, products, and services. The problem, from the point of view of OD, is to promote new policies and practices that will support and advance cultural diversity.

Organizational development and change, defined as a process which aims at producing knowledge concerning the relation between people and their environment, is not linear and static, but dynamic and circular. The past tendency, to perform psychologically reducing operations or the tendency, still present, to simplify reality in order to categorize facts into known schemes, must give way to exploration and of knowledge acquisition to be performed along with the actors of the process of change. OD is no longer a field in which to apply theories, methods and techniques created elsewhere, in order to reach contingent and practical goals only, but becomes, instead, a field from which a rigorous discipline can be developed, a privileged place of observation where research hypotheses and ideas regarding human behavior can be studied. If the complexity of reality is accepted, then oversimplified explanations of it can be avoided, which often go along with the proposal of final solutions, such as leadership, reengineering, total quality, customer focus, etc.

There seems to be an ongoing challenge for OD researchers and especially consultants in the new decade. Given on the one hand, the problems of methodology in OD research and practice, the increasing complexity, multidimensionality in organizations, especially with globalization, on the other hand, will create constraints. Thus to be able to observe and analyze the core change requirements, they should be equipped not only with a thorough knowledge of organizational development and change but utilize scientist/practitioner model of work and organizational psychology methods in addition to experience, intuition, ethical standards, and conscientiousness in their practice. During OD interventions knowledge production is essential but also OD practitioners have to take a lead in knowledge management practices in organizations. Pfeffer and Sutton (1999) claim that although extensive education training, management consulting and business research take place, what managers and organizations actually do has not changed at an extensive level. Thus, this can be considered as a need for further guidance and follow-up in organizations.

The request of comprehension, of transparency, and of participation is growing in those who work inside the organization. This attitude is obviously present towards organizational change and development interventions as well. Literature has recognized long ago the importance of trust in the implementation of planned change. The prospect of organizational justice offers a way to apply within the area of interest of organizational change the concept of trust (Novelli, Kirkman & Shapiro, 1995). From this point of view, change depends on the creation of a feeling of justice in those who will experience the consequences of the change. To realize effective change it would not be enough to develop the view of the process altogether, or even the desire to reach the planned goals: it is necessary to focus on the different aspects of justice in organizational change: distributional justice (individual evaluation of the relation between efforts and results, compared to those of other significant people); procedural justice (perceived impartiality of methods and procedures used to determine who reaches the goals); interrelational justice (perceived honesty of the received interpersonal treatment within a decisional process). Justice problems management is, according to this perspective, the key element to successfully realize organizational changes and, at the same time, it explains why many OD interventions obtain only a formal consent from their addressees, because of the impossibility, real or perceived, to oppose by means of the power the innovation introduced.

Methods problems in research and intervention remain crucial. Considering the past we may say that methodology is weak; blurry quantitative methods don’t provide significant results. Field study is somewhat less problematic. Case studies are used widely, but they don’t provide a common denominator. There are different streams of research, which mostly do not provide generalizations or even sometimes comparisons. Hence, methods problems concern both internal validity (the confidence that a given organizational change is in fact the cause of the observed effects) and external validity (the extent results from one study can be generalized to other organizations), but some reviews (Porras & Robertson, 1992) have given value and structure to main contributions and to theoretical and methodological evolution of this area of research and intervention. We may therefore share the statement made by Bandura (1986: xii) that ‘theories are interpreted in different ways depending on the stage of development of the field of study. In advanced disciplines, theories integrate laws; in less advanced
fields, theories specify the determinants and mechanisms governing the phenomena of interest’ but this does not exempt us from a specific commitment in the future.

(11) Another item concerns the description of values of reference and of the idea of change that should go along every research or intervention of organizational development. Change is not a value in itself. The term development can be used in many different ways (e.g., economic-financial development, goods and services quality development, quality of work life development). Many OD experiences produced only a few results, since their underlying values were not explicit, hardening commitment and investment toward the planned change process.

In other situations a deep fracture developed, in terms of value, between those who propose the change process and those who have to manage it.

The theme of values underlying psychological research and intervention has become a problem: in recent years many privatizations have taken place, transformation of public enterprises sold to private owners so that they entered the free market of goods and services; many OD interventions considered, as a priority condition, a drastic staff reduction and the anticipated exclusion of skilled workers. Given the difficulties in obtaining consent, management used to introduce innovations, very far from participation and involvement; the logic of profit and free market, used in many OD interventions, seems not to have any kind of limit. Through development and change projects, a new organizational order is taking place, with evident consequences in the political and social balance of the world, as well as on the styles of human cohabitation.

(12) Recent research indicates that there will be a growing need for OD research and practices in the new century. The study of Sinangil and Sanchez (2000) focused on important social and economic factors affecting the practice of industrial, work and organizational psychology, human resources, and management in the next five years. The sample consisted of subject matter experts (SMEs) from two continents, namely Europe and the United States. Respondents from both continents shared the impression that, the trend towards globalization will continue to put pressure on organizations; customer orientation will be greater by the growing of free markets; retention of key talent would be essential in addition to mergers, acquisitions and joint ventures, multiculturalism, and other diversity issues. Consequently, research and different studies project that organizational change will be continuous in the next decade and there is a common ground for OD research methodology to progress and disseminate its findings.
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INTRODUCTION

Management interventions can be viewed as planned changes in the work setting designed to change the behavior of organizational members and lead to desirable organizational outcomes (Porras & Silvers, 1991). Given this description, management intervention is a very broad topic area, even for purposes of a book, let alone a chapter. Virtually any systematic approach to improving performance effectiveness in organizations would qualify as a viable example of a management intervention. For purposes of this chapter, we focus on management interventions in the modern history of organizations since the industrial revolution. Further, we limit consideration here to interventions that are meant to influence performance effectiveness in organizations by working on or through the human resources in the organization. Finally, we have restricted coverage here to interventions that we view as being widely practiced or having had a major influence on management thinking and practice. This narrowing of the topic still leaves a wide variety of approaches and techniques to be considered. We hope that the level and breadth of consideration here is adequately balanced and sufficient to spark research development in this area.

The domain of management interventions is a rich and fruitful area for development of theory that bridges various types of interventions and for the conduct of empirical investigation into the effectiveness of interventions. We begin consideration of the topic of management interventions by first presenting a broad model of the intervention process. We then briefly review conceptual frameworks for analyzing management interventions before addressing specific intervention.

A general model of the management intervention process is presented in Figure 18.1. The model...
presents interventions as potentially producing changes in a variety of workplace characteristics (Porras & Robertson, 1992). A description of possible foci of intervention that seem most aligned with each of these categories of workplace characteristics is presented in Table 18.1.

Management interventions may involve changes to more than one of the four work settings identified in the model in Table 18.1. For example, Taylor’s scientific management approach involved making changes to organizational arrangements, technology, and the physical setting (Taylor, 1911). The total quality management (TQM) intervention may involve changes to the organizational setting (e.g., management policy), social factors (e.g., teamwork), technology (e.g., job redesign), and the physical setting (e.g., physical ambience).

The central assumption in this model is that changing the work setting is the most potent tool for changing individual behavior. The perspective that altering the work setting can introduce changes in individual behavior is based on cognitive models of behavior which postulate that an individual’s environment is an important source of information about appropriate behaviors (Porter & Lawler, 1968; Vroom, 1964; Hackman, 1981). The ultimate goal is not just change in individual behavior but improved organizational outcomes. Therefore, another central assumption in this model is that changes in individual behavior will result in corresponding changes in organizational outcomes.

The intervention process model also explicitly recognizes the cultural context within which management interventions take place. Based on research in cross-cultural psychology (e.g., Triandis, 1980), we view culture as a dynamic phenomenon that changes with time and space. Many organizational scientists (e.g., Hofstede, 1980, 1991; Child, 1981; Boyacigiller & Adler, 1991; Tayeb, 1994) have asserted that unique historical and social conditions associated with each country will shape country-specific approaches to management.

Our objective in this chapter is to review the literature and cover the salient issues for some of the most popular management interventions. Conceptual frameworks for exploring management interventions will be considered. The remainder of the chapter will focus on management interventions. There have been numerous management interventions and covering each of these interventions in great detail is beyond the scope of a book chapter. Hence this chapter will focus on some of the most popular management interventions such as participative management, management by objectives (MBO), and total quality management (TQM). For each of the above management interventions, we consider the historical development, salient features, and where the approach seems to be headed in the next millennium. This chapter will integrate theoretical perspectives from different national

<table>
<thead>
<tr>
<th>Workplace characteristics</th>
<th>Example of focus of intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizing arrangements</td>
<td>Goals, strategies, formal structures, administrative policies and procedures, formal reward systems, and ownership</td>
</tr>
<tr>
<td>Social factors</td>
<td>Culture, interactive processes at the level of individual, group, and intergroup, individual attributes such as motivations, behaviors, and attitudes</td>
</tr>
<tr>
<td>Technological factors</td>
<td>Work flow process, job design, and technical systems</td>
</tr>
<tr>
<td>Physical setting</td>
<td>Space configuration, physical ambiance, interior design, and architectural design</td>
</tr>
</tbody>
</table>

Source: Porras and Robertson (1992)
Table 18.2  A framework for analyzing management interventions

<table>
<thead>
<tr>
<th>Intervention (Focal criterion)</th>
<th>Org setting</th>
<th>Social factors</th>
<th>Technology</th>
<th>Physical setting</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scientific management (outcome)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improving production process by efficient design of</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>human–machine interfaces</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Bureaucracy (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A theory of organization built around specialization of</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>labor, hierarchy, and rules and regulations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Functional management (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Views management as a process of performing general functions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>such as planning, organizing, controlling, and decision making</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Human relations (social)</strong></td>
<td></td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orientation to management concerning individual differences,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>interpersonal relations, and participative practices</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>MBO/goal setting (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Management approach designed to involve individuals in defining and setting goals</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Behaviorism (social)</strong></td>
<td></td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A school of thought placing primary attention on individual and group processes in organizations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Participative management (outcome and social)</strong></td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A management technique that requires involvement of workers in the decision-making process</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sociotechnical system (outcome and social)</strong></td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>A management system that aims at joint optimization of social (human) and technological systems</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Quality of work life (social)</strong></td>
<td></td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Promoting a favorable work environment that results in employee well-being and satisfaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Job redesign (outcome and social)</strong></td>
<td>×</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Designing jobs that are more meaningful and provide more autonomy to workers</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Matrix organization (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An organizational concept that displays two dimensional flow of authority. The vertical dimension is hierarchical in nature and horizontal dimension relates to project</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pay for performance plans (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compensation systems that promote individual performance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gainsharing plans (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systems for compensating group/plant level performance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Zero-based budgeting (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A budgeting technique that begins with a new ‘zero’ base each year and focuses on the justification of all program elements</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Strategic planning (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A management technique for deciding the basic direction an organization should take to meet future challenges</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Theory Z (outcome)</strong></td>
<td>×</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>An organizational form that combines Japanese and American management systems</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total quality management (outcome)</strong></td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>An organization-wide approach for managing quality that involves customer focus, continuous improvement, and teamwork</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diversity management (social)</strong></td>
<td>×</td>
<td>×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Management technique for productively engaging and reducing conflict in an ethnically diverse workforce</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Contd.)
cultures and draw implications for a globally integrated workforce for research and practice.

**A CONCEPTUAL FRAMEWORK FOR ANALYZING MANAGEMENT INTERVENTIONS**

Management interventions have been analyzed in many ways. A typical approach for analyzing management interventions has been to simply view them on a timescale. This approach provides a snapshot view of various management theories and can be seen in various management texts. However, such an approach does not provide an adequately rich conceptual/theoretical framework for meaningful insight into the subject matter. Another popular approach has been the development of taxonomies of management interventions based on the organization elements targeted for change. This approach has been utilized by researchers in organization theory/design. Organization design theorists analyze organizational change interventions in terms of changes to structure, technology, and people (e.g., Galbraith, 1973; Pugh & Hickson, 1993). This approach provides a rich conceptual framework grounded in organization theory/design. According to organization design theorists, organizations consist of various elements such as technology, structure, systems, and processes. Thus, a management intervention can be categorized in terms of the organizational element that is the target of the intervention. Management intervention can comprise more than one organizational element. For example, a job design intervention can be categorized as an intervention affecting both technology and human resource systems.

One other possible dimension for analyzing management interventions would be in terms of criteria. Management interventions are generally introduced for arriving at some desired results/goals. Some of the common criteria for management interventions are individual/organizational performance, job satisfaction, commitment, interpersonal relations and so on. These goals can be categorized as outcome criteria or social criteria. The outcome criterion includes measures such as job performance, absenteeism, turnover, accident rates, and so on. The social criterion can include measures such as satisfaction, commitment, resistance to change, and group cooperation.

A classification scheme based on the two dimensions organizational elements and criteria is presented in Table 18.2. The criteria can be categorized as representing either the outcome criterion or the social criterion. The organizational elements include organizational setting, social factors, technology, and physical setting. The table lists the interventions in a historical time line. The focal or dominant criterion for an intervention is given in parentheses after each intervention. A brief definition of each of these interventions is

<table>
<thead>
<tr>
<th>Intervention (Focal criterion)</th>
<th>Org setting</th>
<th>Social factors</th>
<th>Technology setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workteams/autonomous workgroups (outcome and social)</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Organizing work around groups that have wide range of autonomy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Downsizing/rightsizing (outcome)</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Structural change to an organization that results in reduction of number of employees</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intrapreneuring (outcome)</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A process for recognizing and using entrepreneurship within the organization that results in quicker innovation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>360 degree appraisal (outcome)</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A performance appraisal system where an individual is appraised by self, peer, supervisor, subordinate, and customers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Core competencies (outcome)</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Focusing and building on areas where a company can provide world class performance on a sustainable basis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business process reengineering (outcome)</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Redesigning business processes for reducing cost and improving productivity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Balanced score card</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A performance management system that goes beyond financial performance indicators and include other performance metrics like innovation, quality, customer satisfaction, human resources, etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
also presented next to the intervention. A given management intervention can influence one or more organizational elements. In addition, an intervention can be implemented with the intention to achieve social or outcome criteria or both. A taxonomy of management interventions based on criteria has not been, to our knowledge, developed before and such a framework may provide interesting insights into management intervention literature.

Table 18.2 lists some of the common management interventions. There are some interventions designed to improve outcomes. For example, Taylor’s scientific management technique was aimed at improving individual employee productivity by building efficient technological systems and physical settings. In contrast, the human relations theorists were concerned with improving the psychological well-being of individual employees. Thus a human relations intervention can be categorized as an intervention aimed at social factors. As mentioned above, some interventions were designed to impact both outcomes and the social criterion. For example, participative management is often introduced to enhance both performance and satisfaction. This is evidenced by the fact that research on the effectiveness of participative management includes both satisfaction and performance as dependent variables.

It is also possible to classify management interventions according to the extent to which an intervention aims at reducing performance variance due to system factors. A classification scheme based on performance variance due to person and system factors is presented in Table 18.3. Some interventions are aimed at reducing variance due to the human factor by specifying system details. For example, interventions such as scientific management and TQM try to improve organizational performance by specifying system standards, and organizational members are required to maintain these standards. On the other hand, interventions such as diversity management and participative management aim at improving performance by enhancing variance due to person factors.

In the next section, we present a detailed discussion of some of the most important interventions listed in Table 18.2.

**SCIENTIFIC MANAGEMENT**

Frederick Taylor, often considered the father of modern management, was a trained industrial engineer. His concern was to improve production operations by carefully designing human–machine interfaces. He pioneered the time and motion studies which formed the basis for the scientific management theory (Taylor, 1911). The technique used by Taylor included (a) identifying a job, (b) calling attention to wasteful motions, (c) timing the job and workers to achieve better performance, and (d) incentive plans to motivate workers to perform. Taylor approached management from an engineering perspective; that is, the work should be specialized, standardized, and simplified. Authority and decision making were supposed to be the job of managers at the top and workers at the lower level were asked to do and not think. In Taylor’s scheme of management there was no room for considering psychological well-being of the individual.

In addition to Taylor, there were a few other scientists who made important contributions to scientific management. Frank Gilbreth developed the motion study which focused on the actual motions involved in a job and sought to minimize fatigue by developing the one best way to do the work (Gilbreth, 1911). Lillian Gilbreth focused on the psychological, rather than the physiological effects of fatigue (Gilbreth, 1914). Gantt, an associate of Taylor, developed the Gantt chart, and task and bonus system. The Gantt chart was used to plan production in terms of time rather than quantity and to sequence project activities to ensure the scheduled completion date was met (Gantt, 1919).

The scientific management technique was widely embraced by organizations well into 1950s and 1960s. Scientific management was integrated with assembly-line work by companies like Ford Motor Company with spectacular results in productivity gains. American companies would come to dominate the world market with scientific management techniques. American managers thought they had discovered the ultimate approach to management (Lawler, 1986).

The scientific management technique, however, has been widely criticized. The classic Hawthorne experiments demonstrated that sociopsychological aspects of work could influence productivity. Human relations theorists such as McGregor and Maslow argued that scientific management ignored basic psychological needs of individuals at work. The basic criticism was that the standardized and narrow jobs created by scientific management would demotivate people at work. Sociologists like Blauner (1964) wrote about the alienating influence of technological processes envisaged by the scientific management techniques. During the same period, contingency organization theorists such as Woodward (1965) argued that there is no one best way to organize and manage things. Scientific management was hugely successful because of the unique socioeconomic environment that existed in the post world war era. There was a heavy post war demand and the scientific management’s efficient assembly-line production process produced wonderful results. Practicing managers during that time did not see any need to change management processes despite the severe criticism from various quarters.
In spite of all the criticism of scientific management, it is the one intervention that had profound influence on the American economy. Out of Taylor’s work was born a new field called industrial engineering. This field, along with ergonomics, made significant contributions to improving the physical work environment by designing more efficient human–machine interfaces. In addition, creating efficient production systems is important for removing system bottlenecks in the production process, which is an important component of the quality management system (Deming, 1986). Thus, in spite of the widespread criticism of scientific management, we see that practicing managers have not thrown out the baby with the bath water. In the 21st century, we expect that scientific management principles will be applied in the fields of industrial engineering and quality management for making continuous improvements in the physical work environment.

MANAGEMENT BY OBJECTIVES (MBO)

MBO was first introduced to organizations in the 1950s by Drucker (1954) and McGregor (1960). MBO is a procedure in which managers meet with workers to set realistic goals. This simple process developed into one of the most widely used management interventions during the 1960s and 1970s. Key components of the MBO model are generally thought to be: (1) objective or goal setting, (2) subordinate participation, (3) implementation, and (4) review and feedback.

The principle behind the MBO intervention was that an organization would be more successful if employees’ efforts pull together in the same direction as that of the organization’s and their contributions fit together to produce a whole, without gaps, without friction, and without unnecessary duplication of effort (Odiorne, 1978). It was thought that this focus on goal alignment as a way to improve organizational performance provides the best path to increased profitability.

The MBO model represented a shift in managerial thinking that existed during the 1950s (Quinn, 1996). At that time there existed two predominant schools of thought: scientific management and human relations. The scientific management model was a rational-goal model based on strict command and control and had little concern for workers’ participation in management. The human relations model, on the other hand, focused on employee empowerment and collaboration but had no concern for organizational goals. The MBO model combined the elements of the scientific and human relations models. That is, MBO emphasized organizational goals (an element of the scientific management) but also postulated that workers should participate in setting objectives (an element of the participatory human relations model). Thus, MBO can be viewed as an attempt to merge two contrasting management models.

The MBO model was successfully applied at General Mills during the 1950s. Following its success, MBO systems became increasingly common in organizations during the 1960s and 1970s. A set of MBO implementation steps was also developed to allow consistent application of MBO across organizations (Odiorne, 1978). The steps are: (1) identification of organizational strategy, (2) collaborative goal setting, (3) rewards linked to goals, (4) development of action plans,
The effect of MBO interventions on organizational effectiveness has been well documented (e.g., Raia, 1974; Ivancevich, 1976; Wickens, 1968; Rodgers & Hunter, 1991, 1994; Guzzo, Jette & Katz, 1985). These studies found supporting evidence for the hypothesis that goal setting within the MBO context resulted in higher levels of performance. Guzzo et al. (1985) conducted a meta-analytic study to find the effects of psychologically based intervention programs on worker productivity and concluded that MBO improved productivity. In a relatively recent meta-analytic study, Rodgers and Hunter (1992) found that all the 30 MBO studies included in their meta-analysis reported productivity gain. The authors also conducted a moderator analysis to delineate contextual factors that may influence success of MBO intervention. They found that the top management commitment is a crucial factor that moderates the influence of an MBO intervention and increase in productivity. When commitment was low the productivity increase was just 3%, but, when commitment was high, the productivity increase was 54%. Thus, they conclude that the failure of MBO in some organizations has nothing to do with the principles of MBO but is due to process issues involved in implementation.

Interestingly, although the MBO intervention is generally aimed at the productivity criterion, studies have found the intervention to also have a positive influence on the social criterion (e.g., Neumann, Edwards & Raju, 1989; McConkie, 1979). In a review of the impact of MBO, McConkie (1979) found that MBO had positively influenced social criteria such as motivation, job satisfaction, and interpersonal relations.

Despite the initial success of MBO and in spite of the fact that MBO was based on sound principles, the use of this intervention declined during the 1980s. MBO’s widespread decline can be attributed to several factors (McConkie, 1979; Dinesh & Palmer, 1998):

1. Partial implementation of the system as an individual performance appraisal system rather than an overall goal congruence system;
2. A lack of true employee participation in goal-setting efforts;
3. Programs tend to lose their appeal when another new program is introduced;
4. Lack of top management commitment;
5. Lack of a supportive culture and a structure that prevents participative culture.

Despite the decreasing importance given by scholarly researchers as well as practitioners, we believe that MBO is not dead. As observed by some scholars (e.g., Rodgers & Hunter, 1992; McConkie, 1979) management interventions tend to become a fad after a period of time. This is partly because one intervention is supplanted by a newer and more appealing management intervention. In the case of MBO, it may have been replaced by an emphasis on quality circles and TQM in organizations. There are a number of elements common to MBO and TQM. For example, just as in MBO, TQM emphasizes participative management, goal setting, and feedback. Thus, the principles of MBO continue to exist in organizations in the form of other management interventions. The theoretical principles underlying MBO, namely, participative management, goal setting, and feedback are robust and based on years of research in industrial psychology and these principles will continue to be valid in the future. Thus, in the 21st century, we believe that the principles underpinning MBO interventions will continue to be applied in organizations even if the term itself becomes a thing of the past.

PARTICIPATIVE MANAGEMENT

Participative management is one of the earliest management interventions as well as one of the most researched topics in management. There have been many reviews of participative management since the landmark review by Locke and Schweiger (1979) and these reviews have generated considerable interest and debate. In this section, first, a historical perspective of this intervention will be reviewed. Second, the effect of participative management on various outcome measures will be discussed. Third, the impact of participative management across various national cultures will be reviewed. Finally, the usefulness of this intervention for organizations of the 21st century will be presented.

History of Participative Management

In this section, we present a historical overview of participation research and also review highlights of major reviews conducted in participative management.

The earliest proponent of participative management was Hugo Munsterberg (1913). He suggested that productivity could be improved by collaboration and joint participation between management and workers. Participative management was a topic of research in the Hawthorne studies (Mayo, 1933; Roethlisberger & Dickson, 1939) and the experiments conducted by Lewin and colleagues (Lewin, Lippit & White, 1939). The Hawthorne experiments studied the influence of supervisory style on worker productivity. The results of this work indicated that worker productivity increased when the supervisor’s leadership style was more participative.
However, the Hawthorne studies have been criticized for methodological flaws (e.g., Sykes, 1965). Lewin et al. (1939) conducted a series of experiments to determine the influence of leadership styles on performance. They found that performance of groups led by autocratic leader was better than a group led by democratic leader when the leader was present, but the performance of the group led by democratic leader was better when the leader was absent. In a follow-up study, Lewin (1952) reported that the participatory approach was more effective than the lecture method in a study of getting housewives to serve different types of food.

Participative management became an area of management research with the seminal work of Cochr and French (1948). In their study of a pajama factory, the authors conducted an experiment varying the level of participation. Specifically, there were three experimental groups: no participation, direct participation, and indirect participation. In the indirect participation group, workers elected representatives who participated in decision making, and in the direct participation group, workers directly participated in the decision-making process. The authors reported that productivity improvements were highest for the direct participation group. In addition, this study indicated that resistance to change was the least and satisfaction was the highest when workers participated directly in decision making.

During 1950s and 1960s scholars such as Argyris, McGregor, Likert, and Herzberg argued for a human relations approach to management. They advocated a more participatory style of management where workers had a role in decision making in their work environments. Herzberg’s (1966) job enrichment envisaged vertical expansion of jobs that would give individuals greater opportunity to make decisions in their jobs. Job enrichment programs were implemented in organizations such as AT & T, US Air Force, Prudential, and Motorola. Herzberg’s program was particularly influential in AT & T where more than 100,000 jobs were enriched (Lawler, 1986). Motorola claimed significant improvement in performance due to job enrichment and has since been a leading practitioner of participative management (Lawler, 1986).

During the same time, the sociotechnical system was introduced in Europe by the Tavistock Institute (Trist & Bamforth, 1951; Emery & Trist, 1969). The sociotechnical approach emphasized a fit between social and technical systems. The proponents of the sociotechnical system advocated a participative management approach and this system was successfully introduced in organizations in England and Norway.

Quality of work life (QWL) programs were introduced during the 1970s. Several companies such as General Motors, Proctor & Gamble, and General Foods initiated new approaches to organization design that incorporated principles of participative management (Lawler, 1986). The new plant design was based on the sociotechnical system developed in Europe. The pioneer of the new plant revolution was Proctor & Gamble, which introduced participative management in many of its manufacturing plants during the 1970s. Other organizations such as General Foods and General Motors started their own program based on Proctor & Gamble’s participative management (Lawler, 1986). In the new plant design, workers often participated in decision making in areas which used to be an exclusive management prerogative. For example, workers in the new design plants had a say in policies involving employee selection, plant layout, the pay system, and job design. These organizations also often deemphasized a hierarchical approach and introduced a flatter organizational structure. Impressive outcomes in terms of lower absenteeism, lower turnover, lower costs, higher quality, and higher employee satisfaction due to participative management were reported by these organizations (Lawler, 1986).

American organizations faced a serious challenge from Japanese companies during 1980s. The success of Japanese organizations was attributed to a quality management system that involved employee participation in decision making. For example, Japanese organizations made use of employee problem-solving groups called quality circles to improve productivity and quality. A large number of American companies introduced quality circles in late 1970s and 1980s to improve quality and productivity. Ouchi introduced the Theory Z concept for the American companies to meet the Japanese challenge. Ouchi (1981) contrasted the Japanese method to the American method and formulated a modification which may be applicable to the United States. The Theory Z organization retains the Japanese commitments to long-term employment, consensual decision making, and a holistic concern for the employee, but adapts itself to the American value by employing monetary incentives, greater individual responsibility, and relatively more specialized careers. Ouchi points to companies that have incorporated Theory Z, such as Eli Lilly, as major success stories.

The 1990s saw an emergence of semi-/fully autonomous workteams. The team-based approach gave considerable opportunity for workers to participate in the decision making process. In the self-managing workgroups, the team members made decisions virtually in all management areas including hiring, fixing pay rates, specifying standards, and purchasing, among others.

In summary, the history of participative management indicates that few organizations employed this intervention until the mid-1970s. Although researchers have been advocating a more participative approach to management since the 1950s,
it was not until the early 1980s that it became widespread. Many organizations have introduced quality management programs and workteams that infuse worker participation into the decision making.

The first major review of participative management was done by Locke and Schweiger (1979). They divided past research on participation into three groups: laboratory experiments, correlational field studies, and field experiments. Locke and Schweiger conducted a box score analysis of the three groups to summarize the results of research on participation. The results of their review indicate that participative management did not have any effect on performance. However, their review concluded that participative management did have a positive impact on satisfaction.

Miller and Monge (1986) conducted a meta-analysis of 47 studies on participation. The authors concluded that participation influenced both performance and satisfaction but the effect of participation on performance is small. The authors also observed that the effect of participation on performance is large for laboratory studies and studies that used perceptual measures.

The next major review was conducted by Wagner and Gooding (1987) who also employed the meta-analysis technique. Their review included 79 studies on participative management and reached conclusions similar to that of Miller and Monge (1986). The authors further analyzed the sample by controlling for the effect of common method bias and found that studies that used single-source, perceptual measures reported much higher correlation between participation and performance than the studies that employed multisource measures. Thus, the authors concluded that a higher participation-performance correlation is a method artifact.

Cotton, Vollrath, Froggart, Lengnick-Hall and Jennings (1988) conducted a major review of participation studies that included 91 articles published between 1978 and 1983. Based on the review they argued that participation is a multidimensional construct and offered a classification scheme for categorizing different forms of participation. Their classification scheme included the following forms of participation:

permanent form, in which workers have a formal, direct role in decision making;
consultative participation, in which worker’s are encouraged to make suggestions (e.g., quality circles, gainsharing plans);
short-term participation, in which workers are consulted at an informal level;
employee ownership, in which workers are part owners and thus have a role in decision making;
representative participation, in which workers’ representatives are elected as board members.

Cotton et al., compared the efficacy of different forms of participation and concluded that some forms of participation are more capable of influencing performance and satisfaction. Specifically, they found that direct participation and employee ownership enhanced performance and informal participation and employee ownership increased satisfaction.

Wagner (1994) followed up with a major review of all the reviews conducted on participative management. The author controlled for the effect of single source bias and found that participation had a positive effect on performance but concluded that the effect size was small and practically insignificant.

The Impact of Participation on Outcomes

In this section, we discuss the impact of participative management on various outcome measures as well as review the research on contextual factors that may influence the participation- outcome relationship.

Performance and satisfaction are the two most important dependent variables considered in participation research (Wagner, 1994; Cotton et al., 1988; Wagner & Gooding, 1987; Ledford & Lawler, 1994; Miller & Monge, 1986; Locke & Schweiger, 1979). There are two camps of researchers who hold divergent views on the influence of participative management on outcomes. On the one hand, researchers such as Wagner (e.g., Wagner, 1994, 1995) argued that participative management had very little impact on performance improvements. The other camp of researchers (e.g., Cotton et al., 1988) are of the view that participative management is a multidimensional construct and that certain forms of participation can have a positive influence on job performance. A basic reason for this divergent view is that researchers employ different conceptualizations of the participation construct. Researchers such as Locke and Wagner (e.g., Locke & Schweiger, 1979; Wagner, 1994; Locke, Alavi & Wagner, 1997) view participation in narrow terms and define participation as joint decision making shared between subordinates and superiors. In their view, participation is just ‘a process in which influence is shared among individuals who are otherwise hierarchical unequals, balancing the involvement of managers and their subordinates in decision making and problem solving activities’ (Locke et al. 1997: 328). They also differentiate between participation and related constructs such as empowerment and involvement. Wagner (1995) argued that participation and empowerment are different constructs, since the latter involves delegation and distribution of authority, while participation does not involve any delegation. Leana (1987) differentiated delegation and participation with the
former involving more personal autonomy and less social interaction than the latter. Wagner (1995) also argued that involvement is a much broader construct that includes changes in job design, goal setting, and rewards.

In contrast to this narrow view, Cotton et al. (1988) argued that participative management is a multidimensional construct. Based on a literature review, Black and Gregersen (1997) identified the following dimensions of participative management:

1. Rationale, whether humanistic or pragmatic (e.g., Dachler & Wilpert, 1978);
2. Structure, ranging from formal to informal (e.g., Cotton et al., 1988; Dachler & Wilpert, 1978);
3. Form, ranging from direct to indirect (e.g., Cotton et al., 1988; Dachler & Wilpert, 1978);
4. Decision issues, ranging from suggestion schemes for making small improvements to decision making in areas such as strategy and capital distribution;
5. Degree of involvement, ranging from eliciting employee opinion to vesting complete ownership of the decision-making process.

Given the complex nature of participative management, Cotton et al. argue that there is no simplistic answer to the effect of participative management. In an empirical assessment in a multinational manufacturing firm in the United States, Black and Gregersen (1997) found that participation’s effect on performance and satisfaction was contingent upon the degree of involvement. Lawler is also of the view that participation is a complex construct which may involve people at different levels ranging from a few individuals to the whole organization (e.g., Lawler, 1986; Ledford & Lawler, 1994). Lawler argued that ‘participation is not something that organizations either have or do not have – it comes in many forms and can be brought about in many ways’ (1986: 22). Lawler defines participation in terms of four dimensions: power, information, knowledge, and rewards. The degree of participation varies based on the extent to which power, information, knowledge, and rewards are shared by employees at lower levels of the organization. Lawler described three levels of participative management based on the degree of participation: parallel suggestion involvement, which includes interventions such as survey feedback and quality circles; job involvement, which includes job design and workteams; and high-involvement intervention, which is plant-wide or organization-wide participation intervention. Clearly, participation, to this group of researchers, is a complex, multivariate construct that has the potential to influence individual and organizational performance.

The theoretical rationale for the influence of participation on performance is given by Vroom (1964). People are motivated to perform when they perceive that they will achieve the goals they desire. Participation affects employee perception of whether goals are achievable. In addition, when people participate in decisions regarding their performance objectives, it affects their commitment to achieve these objectives. However, Wagner (1994) argued that participation has very little influence on performance. Based on a review of all major reviews on participation, the author found that there is a mean correlation of 0.08 to 0.25 between participation and performance. But Wagner concluded that the effect size is very small, which raises questions about the practical significance of participative management. However, in our view, it is inconceivable that participation will have a large effect, especially when it is defined in narrow terms. As argued by Ledford and Lawler (1994), there is no theoretical reason to believe that participation as defined by Wagner will contribute to a sizable effect on performance. Ledford and Lawler further argue that studying participation in isolation is a futile exercise, since any participatory intervention that is not reinforced by appropriate rewards, communication, training etc. is not likely to have major effect on performance. This notion was supported in a study of the influence of participation and human resource practices on performance (Wright, McCormick, Sherman & McMahan, 1999). In this study of petrochemical refineries in the USA, it was found that effectiveness was greatest when companies invested in both participation and proactive human resource practices and effectiveness was least when the companies invested in only one of the two interventions. Lawler’s definition of participation includes employee involvement in different forms and at various levels. Based on a survey of Fortune 1000 firms, Lawler reported that the vast majority of firms use some form of employee participation practices and that most companies reported that their practices are successful (Lawler, 1986).

The influence of participation on satisfaction is more positive than the impact of participation on performance. The mean correlation between participation and satisfaction was 0.44 (Wagner, 1994). Almost all the reviews have concluded that participation positively affects satisfaction. In addition to performance and satisfaction, other dependent variables such as absenteeism (e.g., Lawler & Hackman, 1969), turnover (e.g., Macy, 1982), commitment (Spector, 1986), accident and injury rates (Macy & Mirvis, 1982), and resistance to change (Coch & French, 1948) have been considered and the relationship between participation and these variables have been generally found to be favorable.

Several researchers have suggested that the reason for an inconsistent relationship between participation and performance may be due to situational factors (Lawler, 1986; Glew, O’Leary-Kelly,
Griffin & Van Fleet, 1995; Locke & Schweiger, 1979; Miller & Monge, 1986). That is, the relationship between participation and performance may be moderated by several contextual factors. These researchers identified several individual and organizational factors that may influence the participation–performance relationship. Individual contextual factors include personality, demographic factors, motivation, and manager attitudes toward participation. Some of the personality factors that may moderate the effect of participation are: need for autonomy (Vroom, 1959), locus of control (Kren, 1992), and self-efficacy (Bandura, 1986). Individuals with a high need for autonomy prefer participative management, and individuals with a low need for autonomy prefer structured leadership to participatory management (Hogan, 1991). Kren (1992) found that employees with an internal locus of control performed better under participative management. Thus, the effect of participation may be limited for individuals with an external locus of control.

Organizational factors that may influence the participation–performance relationship include organization size, culture, organization structure, nature of the task, and technology. In addition, Vroom and Yetton (1973) and Vroom and Jago (1974) suggested a decision tree in which several situational factors were identified as influencing the effectiveness of participatory decision making. Contingent factors identified in the Vroom–Yetton–Jago model include: locus of relevant knowledge, importance of decision quality, amount of time available to make the decision, whether subordinate commitment to the decision is important, and decision costs.

Organization size (Child, 1977) may influence the effectiveness of participation interventions (Connor, 1992). It is quite likely that it is easier to implement participation in relatively smaller organizations. Organizational structure is an important factor for the success of participatory approach. A mechanistic organization (Burns & Stalker, 1961) which emphasizes rules, hierarchy, and centralization of authority may not be conducive for implementing participatory management. Neumann (1989) suggested that hierarchical arrangements inhibit participation, since it emphasizes rank and status rather than competence. Employees may not be willing to participate and the intervention will be met with resistance from the managers who may fear loss of control and authority. Any attempt to introduce participatory management in such an environment is likely to produce unsatisfactory results. On the other hand, participatory management is likely to succeed in organizations with organic structure where employees may be more willing to participate and managers may not resist participatory roles for their subordinates.

The nature of the task is another important organizational factor that may moderate the effectiveness of participatory management (Lawler, 1986). For simple and repetitive tasks, participative management may not be critical for successful performance. On the other hand, more complex tasks require participation and information sharing among all the employees in the task group (Locke et al., 1997). For example, a complex task like new product development requires a participatory management approach that may involve all the members of the new product development team.

Organizational culture is an important factor that may facilitate/inhibit participatory management (Miller, 1988). In organizations where hierarchy and status differences are valued, implementation of a participatory culture would certainly be a difficult prospect. On the other hand, a participatory management intervention could easily be integrated into an organization with an egalitarian culture. In an empirical study, Parnell, Bell, and Taylor (1992) reported that managers’ propensity for participation is a function of managers’ perceptions of organizational culture and managers’ beliefs that participatory management may improve or impede managerial effectiveness.

Technology can be an important factor that may influence the effectiveness of participatory management. Even if the organization structure and culture are conducive of a participatory approach, it may not be a feasible implementation option for large, geographically diverse organizations. Before the advent of computers and networking, it was difficult for large organizations to collaborate efforts across multiple units. Rapid changes in computing and networking technology have facilitated successful implementation of participatory management. For example, Alavi and Keen (1989) reported that an advanced computer network infrastructure in a large firm facilitated effective participation and information exchange. There are many modern tools such as videoconferencing, computer mediated meeting systems, intranet discussion boards and email that may facilitate real-time participation among diverse groups of people spread across the globe. A taxonomy of groupware systems based on space and time dimensions was presented by Johansen (1989). A four-category groupware system was suggested by Johansen based on the fact that groups may require meeting at the same time and same place, same time and different place, different time and same place, and different time. Locke et al. (1997) report that multimedia companies have developed groupware to meet the requirements of all the four categories. They also reviewed the effectiveness of groupware for facilitating participative management and concluded that groupware improved decision quality measured in both objective and self-reported perceptual terms.

In addition to the individual and organizational factors mentioned above, attributes of a nation’s culture may influence participatory management in organizations (Hofstede, 1980). In the next
section, we discuss the influence of national cultures on the effectiveness of participatory management intervention.

**National Culture and Participative Management**

As mentioned earlier, several researchers have questioned the relevance of management interventions developed in the USA for other countries (Hofstede, 1980, 1991; Triandis, 1994). In this section we review participation management studies conducted in various countries.

The theoretical rationale for differences in attitudes toward participative management across cultures is provided by Hofstede (1980). In his study of 64 nations, Hofstede identified four cultural dimensions along which nation’s culture may be differentiated. The four dimensions are: individualism/collectivism, power distance, masculinity/femininity, and uncertainty avoidance. The dimension ‘power distance’ may explain differences in attitudes toward participative management. Hofstede defined power distance as the degree of inequality among people which the population of a country considers as normal. Power distance may range from relatively equal (that is, small power distance) to extremely unequal (large power distance). According to Hofstede’s survey, western countries like the USA, Britain, etc., are low in power distance and developing countries in Asia are high in power distance. Based on Hofstede’s work, it may be expected that participatory management can be easily implemented in cultures with low power distance because participation tends to reduce the power distance. In countries with high power distance, participatory management may be resisted by managers because it may go against the cultural norm of maintaining power inequality.

One of the first studies of participative management in an international context was conducted by Haire, Ghiselli and Porter (1966). They developed a questionnaire that measured attitudes toward participative management along four dimensions: capacity of people for leadership, propensity for sharing information, manager’s belief in subordinates’ ability to make decisions, and locus of control. Haire et al. (1966) conducted their study across a sample of 14 countries and found five clusters of countries: Nordic-European (Norway, Sweden, Denmark, Germany); Latin-European (France, Spain, Italy, Belgium); Anglo-American (Britain and United States); and developing countries (Argentina, India). Haire et al. (1966) found that national culture is an important differentiator that influences attitudes and beliefs of people toward management principles. Specifically, they found that for developing countries people scored lower on information sharing, internal locus of control, and subordinate role for participatory management. Their interpretation of the pattern of findings was that people in industrialized countries tend to practice a more democratic style of leadership than in developing countries which tend to favor paternalism and discourage participation among lower-level employees.

Haire et al.’s (1966) study has been supported by a number of studies in countries such as Australia (Clark & McCabe, 1970), Greece (Cummings & Schmidt, 1972), Israel (Vardi, Shirom & Jacobson, 1980), and Arabian states (Badawy, 1980).

A study conducted by Welsh, Luthans, and Sommer (1993) further adds support to the national culture hypothesis proposed by Haire et al. (1966) and Hofstede (1980). In a study of Russian factory workers, Welsh et al. (1993) found that participation resulted in a decrease in performance. The researchers concluded that participative management may be inappropriate for certain cultures and suggested that organizations need to take into account historical and cultural factors at a national level before implementing participative management. The results of Welsh et al.’s (1993) study are consistent with Hofstede’s (1980) model. Russia is relatively high in power distance and thus, it can be expected that people will be reluctant to equalize power by participatory structures. Welsh et al. (1993) note that Russian workers have strong communal feelings and are very cautious about sharing information and expressing opinions. In addition, these workers respect authority and are loyal to their bosses. All of these factors inhibit a participatory management approach.

Differences in participatory management practices between Britain and France were examined in a study by Ryan (1999). This study compared the attitudes toward participation of British and French managers. The results of the study indicate that both cultures approved participatory management. However, the study found that British managers were more forthcoming in information sharing with subordinates compared to their French counterparts. This difference was explained by the fact that Britain had less power distance and thus there was a greater acceptance of a subordinate’s right to be informed. The difference in participation between Britain and France is consistent with Hofstede’s (1980) model.

The notion that national culture is an important differentiator that influences attitudes and beliefs of people toward management principles has been criticized (England & Negandhi 1979). In a critique of Haire et al.’s (1966) study, England and Negandhi argued that Haire et al., exaggerated differences among countries and that sources of differences in manager’s beliefs and attitudes toward participative management are primarily occupational and individual.

In support of England and Negandhi’s views, Banai and Katsounotos (1993) reported that
managerial attitudes toward participative management are more influenced by management exposure to modern management theories than exposure to culture. They found that people who are more educated, and thus who are more exposed to modern management concepts, view participative management more favorably. Their study compared the attitudes of high-school managers and elementary-school managers in Cyprus. University education is a requirement for high-school managers and not for primary-school managers in Cyprus. Since high-school managers had longer years of education, the expectation was that they would be more favorably inclined to participative management. They found that high-school managers scored significantly higher than elementary-school managers in their attitude favoring participative management. They also compared locus of control, a trait not influenced by education, among elementary- and high-school managers and found that the two groups did not significantly differ in terms of locus of control. This further adds weight to their hypothesis that attitude toward participation is more a function of education than national culture. Taken together, the results of Banai and Katsounotos’ study indicate that factors such as education can have favorable influences on attitude toward participation that may override national cultural factors.

McFarlin, Sweeney and Cotton (1992) compared attitude toward participation among managers from the United States, Britain, The Netherlands, and Spain. The results of the study showed that US managers viewed participation as a means to improve performance and British managers viewed it as a threat to their authority and control. Dutch managers had difficulty in understanding the need for formal participation structures since participation is part of societal obligation in the Netherlands.

Coopman, Drenth, Heller and Rus (1993) compared participative management in Britain, Netherlands and Yugoslavia. They found that British companies had the lowest level of participation and the Yugoslavian companies had the highest level of participation. The Dutch companies had participation levels between those of British and Yugoslavian. The authors in this study note that their results did not follow the cultural pattern claimed by Hofstede (1980). According to Hofstede’s (1980) study, Britain had the lowest power distance and Yugoslavia had the highest power distance. Thus, one would expect that participation levels would be highest in Britain and lowest in Yugoslavia. Clearly, Coopman et al.’s (1993) study resulted in pattern of results contradicting Hofstede’s model. The authors critique the idea of explaining differences based on national cultures and argue that the most important finding that can be usefully explained relates to differences between organizations or within organizations.

Huang (1997) examined the participatory management practices in a survey of 308 firms in Taiwan and found that the two most popular forms of participative management are employee stock ownership plans and employee suggestion schemes. Huang reported that participative management resulted in improved financial performance. Thus, Taiwan, a high power distance society, does seem to have strong participative management programs in their organizations.

In a study of 54 maquiladoras, or foreign-owned production plants, in northern Mexico, Pelled and Hill (1997) found that workers in Mexico responded favorably to participative management in spite of the fact that Mexico is a paternalistic, high power distance culture. The authors suggest that the participative management approach may be insensitive to cultural differences.

Mankidy (1995) studied participative management programs in the banking industry in India. The author reported that there is a growing trend toward participatory management in India. The findings of Mankidy’s study is surprising because India is considered a high power distance country (Hofstede, 1980). One reason why India may have a higher degree of participation is that managers in India are increasingly exposed to western modern concepts through their education system. The earlier generation of entrepreneurs had very little formal business education and often practiced a paternalistic style of management. The newer generation of entrepreneurs and managers often have a business degree and this education and exposure may be changing the attitude of managers toward a participative approach.

In a study of participative decision making in Australia, Davis and Lansbury (1996) reported that organizations in Australia had few participatory intervention programs before the 1990s. The economic turbulence due to the increasing global competition provided a backdrop for adopting a participatory style of management to improve performance and remain competitive. Thus, Australia, a low power distance country (Hofstede, 1980) did not move toward a participative management until the economic conditions forced organizations to implement a participatory approach.

Holden (1999) compared the perception gap in employee participation between Sweden and Britain. In a study comparing the banking sector firms in these two countries, Holden found that Swedish firms had a higher degree of participation than the British firms. The author attributes the higher participation in Sweden to the presence of trade unions and work councils. These channels of participation are required by Swedish laws, thus making participation more formal and structured. In Britain, participatory efforts are voluntary in nature and organizations do not introduce new interventions unless there is a compelling business need.
In summary, research in participative management in an international context indicates mixed results in support of and against including national culture as a contextual factor. Researchers like Haire (e.g., Haire et al., 1966) and Hofstede (e.g., Hofstede, 1980) argue for including national cultural differences while implementing management interventions such as participative management across different societies. Several research studies have supported the idea that participatory management may not be successful in cultures where power distance is high. However, as mentioned above, there is also research evidence that contradicts Haire et al.’s (1966) and Hofstede’s (1980) propositions. One explanation for this discrepancy may be that culture is dynamic and continuously evolving, and research conducted across two time periods may result in different outcomes. It is also possible that, while culture is important in considering participative management, there could be other overriding factors that can neutralize the effect of culture on participative management. For example, in the USA, a low power distance culture, participative management was not widespread until the 1980s when forces of global competition forced American organizations to take a more participatory approach. As mentioned above, a similar experience was reported in Australia, another low power distance country. The existence of formal legal structures in the form of worker councils may also contribute to participatory management independent of any inhibiting cultural influences, as evidenced in the studies of participation in Sweden and Yugoslavia. These countries reportedly have higher degrees of participation than Britain, a relatively low power distance country, because of the existence of formal legal structures that support participation in Sweden and Yugoslavia. Education and exposure to modern management concepts could be another countervailing factor, as evidenced from research in India and Cyprus. Research in these countries has shown that managers who are exposed to modern management concepts are willing to implement a participatory approach and override cultural factors that may inhibit participatory management.

Future of Participative Management

Based on a review of all major reviews, Wagner (1994) concludes that ‘research has provided evidence of statistically significant but small relationships between participation and performance or satisfaction and that it has failed to verify the presence of strong, large relationships … [T]he conclusions of this article give cause to question the practical significance of participation as a means of influencing performance or satisfaction at work’ (p. 319). Locke et al. (1997) also endorse the view that 50 years of participation research has shown that it is not an effective mechanism for improving organizational outcomes. However, Locke et al. (1997) are not pessimistic about the future of participatory management and suggest that participatory management research needs to move in new directions. Ledford and Lawler (1994) argued for the need to go beyond the limited definition of participation and to view participation within a broader organizational context. In their dialog, they conclude that ‘limited participation has limited effects. Let us move on to more interesting research questions about participation’ (p. 635).

We believe that participatory management will continue to be an important topic for the following reasons:

1. The principles of the participative approach have been successfully integrated into other interventions such as quality management and workteams which will continue to be critical for the success of organizations in the next millennium. Locke et al. (1997) argue that ‘participation has grown in incidence and importance as a result, and can be expected to continue to do so as innovations in computerized manufacturing, employee empowerment, concurrent engineering, high involvement management, corporate reengineering, and quality management reshape business conditions’ (p. 307). The contribution of participatory management to the success of other interventions such as TQM has been supported empirically. In an analysis of 20 case studies of TQM, Harris and Purdy (1998) found that participatory management techniques contributed to the success of TQM programs by facilitating teamwork.

2. As organizations become increasingly complex with hyper competition, rapid changes in technology, reduction in product life cycles, more demanding customers etc., the task environment in the future will continue to be more complex. As mentioned earlier, a complex task environment requires a more participative approach for organizations to survive. Organizations need to respond fast to survive in a fast changing environment and this requires that companies adopt a flatter structure and participation of employees at all levels so that they can be responsive.

3. The world is moving toward democratic governance – this decade has seen many nations move toward democracy and this trend will likely continue in the next millennium. As societies become democracies, organizations within these societies will increasingly endorse a participative approach.

4. Rapid changes in computer and communication technologies have made it easier to implement participation. As the world is getting increasingly wired with internet and other
technologies, the cost of participation will continue to decrease. Thus, organizations may find it easier and more profitable to implement participation.

For the future we suggest the following areas for research in participation:

(1) Future research needs to focus on the influence of various organizational factors on the success of participative management. As mentioned earlier, several organizational factors may moderate the success of participative management. Specifically, future research may focus on how organization size, organization culture, organization structure, nature of the task environment (e.g., service versus manufacturing), and presence of organized labor influence the effectiveness of participative management.

(2) Linkages between participative management and other management interventions need to be examined. As mentioned earlier, participative management is an important component of other management tools like quality management and workteams. It would be interesting to examine how participative management facilitates the success of other interventions which have participative components.

(3) As mentioned earlier, participative management may gain in importance as a society becomes increasingly democratized. It would be interesting to study the relationship between the changes in political structure from an autocratic to democratic setup and participative management in organizations.

(4) The influence of technology on participation is another interesting topic that needs to be further explored. As mentioned earlier, developments in technology have made it attractive for organizations to implement participatory management. In their review of participation research, Locke et al. (1997) suggest that researchers need to focus on the influence of information technology on participation endeavors. Their idea for future participation research is to recast participation as a process of knowledge transfer and information exchange. They argue that such a perspective would facilitate researchers to move away from the traditional mold of viewing participation as influencing motivation and commitment and study participation as a process of communication and coordination.

Technology has the potential to be the great equalizer. It facilitates participation by making information available to employees at all levels, thereby increasing the ability of employees to participate, and by eliminating social inhibitions of the unassertive. The interface between technology and the participative decision-making process offers opportunities for future research. Locke et al. (1997) proposed that the amount of support from information technology for the participative management process can be included as an independent variable. In addition, they suggest several mediating variables such as degree of knowledge acquisition (amount of growth in individual participant’s knowledge) and information saturation (the extent of equalization of information among participants).

(5) Finally, more research needs to be done to understand the linkages between dimensions of participatory management identified by Black and Gregersen (1997) as well as linkages between these dimensions and outcome measures. There is very little understanding as to how the various dimensions such as rationale, form, structure, and degree of involvement relate to each other.

TOTAL QUALITY MANAGEMENT

More organizations may have implemented quality management than any other management intervention. Some scholars (e.g., Hackman & Wageman, 1995) have identified total quality management (TQM) as a social movement due to its pervasive influence on organizations that cut across industry, national, and cultural boundaries. According to one survey, 93% of manufacturing firms and 69% of service firms implemented some form of quality management practices (Conference Board, 1991). Another estimate indicates that more than 75% of US and British firms implemented some form of TQM (Economist, 1992). Although the management of quality as an intervention received considerable attention in practitioner circles during the past decade, only recently has it attracted the scholarly attention of academic research.

In this section, we first provide a historical perspective of the practice of quality management. Second, we review the salient features of quality management. Third, we review studies that examined the effectiveness of the TQM intervention. Fourth, we present an overview of quality management practices across various national cultures to examine the applicability of quality management practice in an international context. Fifth, we discuss the present status of quality management and the future of quality management in the 21st century.

A Historical Perspective on Quality Management

Concern for the quality of products has existed throughout the history of society. As early as
1700 BC, King Hammurabi of Babylon decreed rules for product quality for the home-building industry by declaring that ‘if a building falls into pieces and the owner is killed then the builder shall also be put to death. If the owner’s children are killed then the builders’ children shall also be put to death’ (Kehoe, 1994). During the Middle Ages, guilds of craftsmen ensured standards for product quality, and during the industrial revolution, technological advances were made possible by standardization of components such as screw threads, nuts, and bolts. In this century, mass production required that quality standards be more systematically included in the production process. Garvin (1988) identified four eras of quality management in this century. The first era, which included the 1940s, emphasized inspection and rejection after the production process was completed. The responsibility for inspection and rejection rested with the production personnel who often let faulty goods pass through due to tight production targets and deadlines.

The second quality era introduced statistical control wherein statistics were used to control quality. In this approach, inspection was based on a random sample of finished products. The concept of acceptable quality levels (AQL) was introduced wherein it was acceptable for a percentage of a lot, say, 5%, to fall below the specified quality level. This resulted in customers receiving defective products since a certain percentage of products would not be in conformity with the quality standards. The first two eras treated quality as conformance to specifications. The assumption here is that the specification itself was correct and that products made to the specification would satisfy the needs of the customer. Clearly, this was not always a correct assumption, since the design of products was producer driven rather than customer driven. Customers were given what the producers thought was best for them, not necessarily what customers actually wanted (Pike & Barnes, 1996).

The third phase involved quality assurance in which quality systems were established encompassing many management functions and requiring longer implementation timescales. Gryna (1988) defines quality assurance as the activity of providing the evidence needed to establish confidence, among all concerned, that the quality function is being effectively performed. To assure that quality is maintained, organizations often designed and implemented systems in accordance with globally accepted standards such as ISO 9000 standards. Organizations certified as ISO 9000 companies often used it as a marketing tool to sell their products and services. Achieving ISO 9000 indicates to potential customers that the company has taken steps to get its systems and procedure in order. Thus the customer should be assured that the organization will deliver quality products and services. The quality assurance era is a step forward from the earlier inspection and rejection era, since quality assurance systems protect against quality problems that may arise and provide customers with confidence that things are being done properly.

A related innovation to improve quality was the introduction of quality circles in Japan during the 1960s. Quality circles are a bottom-up approach to quality improvement in which individual employees volunteer to form an informal improvement group and this group identifies improvement objectives on an ongoing basis. Based on the success of Japanese organizations, quality circles became very popular and spread to many countries throughout the world. At one time there were estimated to be more than one million quality circles in operation that involved more than 12 million employees (Barra, 1989). It was claimed by Barra that quality circles have both direct and indirect benefits: the direct benefit is improvement in quality as a result of ideas generated by the quality circle groups. The indirect benefit arises from the process of participation in problem solving; employees who are involved in problem solving may feel more valued and thus may have a greater sense of belonging to the organization (Barra, 1989). In spite of its popularity and initial success, quality circles were often found to be ineffective due to at least two reasons (Pike & Barnes, 1996): quality circle groups were often formed out of single departments; but problem solving in a competitive, fast-paced environment often requires cross-functional teams, rendering quality circles as an ineffective tool for problem solving. Another criticism of quality circles is that they are voluntary and thus may exclude people with expertise. Despite the potential problems, quality circles played an important role in creating widespread awareness toward quality management among management and employees across a large number of organizations.

In the fourth era, beginning in the 1980s, a total quality approach was defined in which everyone in the organization is involved in developing continuous improvement and a customer orientation through teamwork. One of the earliest proponents of the ‘total’ approach was Fiegenbaum (1983): ‘Total quality control’s organization-wide impact involves the managerial and technical implementation of customer-oriented quality activities as a primary responsibility of general management and of the main-line operations of marketing, engineering, production, industrial relations, finance, and service as well as of the quality control function itself’ (p. 13). TQM offers a comprehensive approach impacting all elements of an organization: people (including employees, customers, and suppliers), systems, and techniques. TQM has been described as a new way of managing organizations transcending the traditional view of quality as something confined to products or services (Chorn, 1991). The popularity of TQM can be gauged by the fact that it
has been implemented across various industries ranging from traditional manufacturing to service organizations, public institutions, nonprofit organizations, and educational institutions (Hackman & Wageman, 1995). Continuous quality improvement (CQI), which is part of TQM, was also popular during this era. CQI, a production improvement process, is primarily achieved through the effective functioning of a variety of teams, including functionally oriented quality improvement teams (Banker, Potter & Schroeder, 1993). TQM also came to be associated with learning organizations (Senge, 1990). Organizational learning is viewed as a collective phenomenon, one in which organizations put in place new approaches such as TQM that enable them to perform more effectively and improve performance over time. Research in quality of service delivery attracted attention during this era (e.g., Schneider & Bowen, 1985). Schneider and Bowen empirically examined the relationship between service orientation and customer’s service quality experienced by customers. The authors found that managerial practices like soliciting and being responsive to customer input, and having the necessary logistics and systems support contributed to service quality.

In summary, the history of quality management suggests that quality management has evolved from inspection and detection during the first half of this century to a more preventive quality assurance era during 1960s and 1970s. Since the 1980s quality management has taken a ‘total’ approach and is viewed as an organization-wide intervention. The elements of the total quality approach significantly differ from the quality management approaches of earlier eras. In the next section, we explore the elements of the TQM intervention.

**Elements of TQM**

One of the major difficulties in defining TQM is the way quality is defined (Forker, 1991). Garvin (1988) notes that quality is an unusually slippery concept, easy to visualize and yet exasperatingly difficult to define. It remains a source of great confusion to managers. Scholars and practitioners from different areas defined quality in different terms. Table 18.4 summarizes some of the common definitions of quality. Garvin (1988) identified five definitions of quality: transcendental, product based, user based, manufacturer based, and value based. Garvin explains how individuals from different departments within an organization may define quality; for example, marketing personnel may view quality as user based, while engineering personnel may use a manufacturer-based definition of quality. Garvin further described quality by identifying eight dimensions of quality: performance, features, reliability, conformance, durability, serviceability, aesthetics, and perceived quality.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Definition of quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deming (1986)</td>
<td>Three categories of quality:</td>
</tr>
<tr>
<td></td>
<td>Quality of design</td>
</tr>
<tr>
<td></td>
<td>Quality of conformance</td>
</tr>
<tr>
<td></td>
<td>Quality of performance</td>
</tr>
<tr>
<td>Crosby (1979)</td>
<td>Conformance to requirements</td>
</tr>
<tr>
<td></td>
<td>Zero defects</td>
</tr>
<tr>
<td>Juran (1992)</td>
<td>Fitness for use</td>
</tr>
<tr>
<td>Garvin (1988)</td>
<td>Eight dimensions of quality:</td>
</tr>
<tr>
<td></td>
<td>Performance</td>
</tr>
<tr>
<td></td>
<td>Features</td>
</tr>
<tr>
<td></td>
<td>Reliability</td>
</tr>
<tr>
<td></td>
<td>Conformance</td>
</tr>
<tr>
<td></td>
<td>Durability</td>
</tr>
<tr>
<td></td>
<td>Serviceability</td>
</tr>
<tr>
<td></td>
<td>Aesthetics</td>
</tr>
<tr>
<td></td>
<td>Perceived quality</td>
</tr>
<tr>
<td>Cameron and Whetten (1996)</td>
<td>Seven dimensions of quality:</td>
</tr>
<tr>
<td></td>
<td>User based</td>
</tr>
<tr>
<td></td>
<td>Transcendental</td>
</tr>
<tr>
<td></td>
<td>Product based</td>
</tr>
<tr>
<td></td>
<td>Manufacturer based</td>
</tr>
<tr>
<td></td>
<td>Value based</td>
</tr>
<tr>
<td></td>
<td>Philosophical</td>
</tr>
<tr>
<td></td>
<td>System based</td>
</tr>
<tr>
<td>Parasuraman, Zeithaml and Berry (1985)</td>
<td>Quality for service industries:</td>
</tr>
<tr>
<td></td>
<td>Tangibles</td>
</tr>
<tr>
<td></td>
<td>Reliability</td>
</tr>
<tr>
<td></td>
<td>Responsiveness</td>
</tr>
<tr>
<td></td>
<td>Assurance</td>
</tr>
<tr>
<td></td>
<td>Empathy</td>
</tr>
<tr>
<td>Stone-Romero, Stone and Grewal (1997)</td>
<td>Four dimensions of quality:</td>
</tr>
<tr>
<td></td>
<td>Flawlessness</td>
</tr>
<tr>
<td></td>
<td>Appearance</td>
</tr>
<tr>
<td></td>
<td>Durability</td>
</tr>
<tr>
<td></td>
<td>Distinctiveness</td>
</tr>
<tr>
<td>Taguchi and Clauing (1990)</td>
<td>Loss product caused to society after product is shipped</td>
</tr>
</tbody>
</table>

Cameron & Whetten (1996) identified seven definitions of quality:

1. **Transcendent**: according to Prisig (1974), ‘quality is neither mind nor matter, but a third entity independent of the two … even though quality cannot be defined, you know what it is.’

2. **Product based**: Leffler (1982) defined quality in terms of amounts of the unpriced attributes contained in each unit of the priced attribute.

3. **User based**: advocates of the user-based approach include Juran (1992) and Edwards (1968). Juran defined quality as ‘fitness for use’ from the viewpoint of customers. Edwards defined quality as an attribute that satisfies customers’ wants.
(4) Manufacturing based: Crosby (1979) provided a manufacture-based definition in terms of conformance to requirements and specifications.

(5) Value based: this approach defines quality as a measure of excellence and worth at affordable price (Figenbaum, 1983).

(6) System based: according to Japanese Industrial Standards Committee (1981), quality is defined as a system of means to economically produce goods or services which satisfy customer’s requirements.

(7) Philosophical: Sashkin and Kiser (1993) define quality in terms of an organization culture that supports constant attainment of customer satisfaction through an integrated system of tools, techniques and training.

Stone-Romero et al. (1997) identified four dimensions of quality: flawlessness, appearance, durability, and distinctiveness. They further categorized these dimensions into intrinsic and extrinsic cues: intrinsic cues refer to a product’s inherent characteristics and extrinsic cues refer to nonphysical product characteristics that can be changed without altering the fundamental nature of the product.

Garvin’s definition of quality is related to the manufacturing sector and this approach may be not applicable to the service sector. Parasuraman et al. (1985) identified different set of dimensions relevant for the service industries. These dimensions include tangibles, reliability, responsiveness, assurance, and empathy.

The pioneers of the quality management movement also defined quality in different terms. Deming (1986), generally considered a key pioneer of quality management, defined quality in terms of how well a product or service meets the user’s needs. A product or service that most successfully satisfies customer needs is considered to have the highest quality.

In the mind of a production worker, he produces quality if he can take pride in his work. Poor quality to him is loss of business, and perhaps of his job. Good quality, he thinks, will keep the company in business. All this is true in the service industries as it is in manufacturing .... Quality to plant manager means to get the numbers out and to meet specifications. His job also, whether he knows it or not, continual improvement of processes and continual improvement of leadership .... The difficulty in defining quality is to translate future needs of the user into measurable characteristics so that a product can be designed and turned out to give satisfaction at a price that the user will pay. (Deming, 1986: 168–9)

Deming mentions three separate categories of quality: (1) Quality of design/redesign: how well a product design created with information from consumer research, sales analysis and service call analysis meets customers’ needs. (2) Quality of conformance: how well a company and its suppliers met the design specifications required to satisfy customer’s needs. (3) Quality of performance: how well the company’s products or services actually perform in the marketplace. Deming emphasized the use of statistics, control charts, and reduction of the supply base to achieve desired quality levels. The costs of quality can then be measured by finding how well a product is designed to achieve the purpose, how well a product manufactured meets the design standards, and how well the products perform in the hands of consumers.

Crosby (1979, 1984) another pioneer of quality management defined quality in terms of conformance to requirements. In the words of Crosby: ‘The first erroneous assumption is that quality means goodness, or luxury, or shininess, or weight. The word “quality” is used to signify the relative worth of things in such phrases as “good quality”, “bad quality”’ .... (1984: 17). Crosby argued that there is ambiguity in the way people define quality because ‘each listener assumes that the speaker means exactly what he or she, the listener, means by the phrase. It is a situation in which individuals talk dreamily about something without even bothering to define it .... That is precisely the reason we must define quality as ‘conformance to requirements’ if we are going to manage it .... Requirements must be clearly stated so that they cannot be misunderstood. Measurements are then taken continually to determine conformance to those requirements. The nonconformance detected is the absence of quality. Quality problems became non conformance problems, and quality became definable’ (1984: 17). Crosby argued that quality can be measured exactly and products can be made error free with ‘zero defects.’

Juran (1992), another quality guru, defined quality as ‘fitness for use.’ Juran observes that this short definition does not provide managers with courses of action and suggests two dimensions of this definition: (1) product features that meet customer needs and (2) freedom from defects. Thus, fitness for use is the extent to which products or services are designed to meet customer requirements and are actually made to match those standards.

Taguchi and Clausing (1990) measure quality as the loss a product caused to society after the product is shipped other than any losses caused by its intrinsic functions. This loss can be caused either by variability in the product’s function or by adverse side effects. A high-quality product, therefore, functions in a manner that it was intended to without any variability and without causing any harm to the customer.

In sum, the above discussion indicates that quality is a multidimensional construct that can mean different things depending on the perspective and the situation. Quality leaders have provided a broad-based definition (e.g., fitness for use, conformance to standards) but they may not be useful for
scholarly research purposes. What is needed is a contingency-based definition of quality that includes situational factors such as the nature of product, the industry, the customer, and culture.

As with the general concept of quality, the elements of TQM have been defined and categorized in various ways (Masterson & Taylor, 1996; Anderson, Rungtusanatham & Schroeder, 1994; Waldman, 1994; Dean & Bowen, 1994; Hackman & Wageman, 1995). A summary of major elements of TQM identified by researchers and pioneers of quality management is presented in Table 18.5.

Deming identified 14 points that constitute elements of quality management. He viewed these 14 points as ‘principles of transformation’ to be embraced by the top management in its efforts to continually change and enhance an organization’s ability to survive (Deming, 1986). Deming’s 14 points include certain obligations for top management (point 1 – create a vision for quality management; point 6 – institutionalize training; point 14 – develop an action plan to implement 14 points), behavioral practices aimed at changing organization’s infrastructure and cultural system (points 8 and 9 that aim at fostering an open and cooperative culture), and methodological practices for implementing quality (point 3 – eliminate the need for inspection), improving production systems (point 5), and managing suppliers (point 4). In a review of Deming’s management method, Anderson et al. (1994) suggest that Deming’s 14 points allude to different management concepts already in existence. They argue that Deming’s method represents ‘a complex, prescriptive set of interrelated rules of inter and intraorganizational behavior, codified, and communicated in the linguistic form of commands’ (1994: 476). Deming’s approach to quality management requires top management to balance the needs of employees, customers, suppliers, communities, and investors in the long run.

Juran (1992) suggested a ‘quality trilogy’ for quality management. Juran’s trilogy is based on three management processes: quality planning, quality control, and quality improvement. Quality planning is used to develop the goods and services desired by consumers. Quality control ensures that goals of planning phase are successfully achieved. Quality improvement aims to achieve even higher levels of quality than those already reached or planned. Quality improvement leads to new standards for quality control and future production.

Crosby (1984) advocated a zero-defects-based approach and recommended the following steps for implementing quality: (1) defining standards and communicating these standards to employees; (2) supplying tools, education, and training to employees to meet the requirements; (3) encouraging and motivating employees to meet the quality requirements. Crosby called for an approach to do things right the first time, every time.

### Table 18.5 Dimensions of total quality management

<table>
<thead>
<tr>
<th>Authors</th>
<th>Elements of quality management</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deming (1986)</td>
<td>14 points for implementing quality</td>
</tr>
<tr>
<td>Juran (1992)</td>
<td>Quality trilogy (quality planning, quality control, and quality improvement)</td>
</tr>
<tr>
<td>Crosby (1984)</td>
<td>Define standards</td>
</tr>
<tr>
<td></td>
<td>Supply tools</td>
</tr>
<tr>
<td></td>
<td>Motivate employees to meet quality requirements</td>
</tr>
<tr>
<td>Dean and Bowen (1994)</td>
<td>Continuous improvement</td>
</tr>
<tr>
<td></td>
<td>Customer focus</td>
</tr>
<tr>
<td></td>
<td>Teamwork</td>
</tr>
<tr>
<td>Waldman (1994)</td>
<td>Top management commitment</td>
</tr>
<tr>
<td></td>
<td>A broad-based definition of quality</td>
</tr>
<tr>
<td></td>
<td>Leadership</td>
</tr>
<tr>
<td></td>
<td>Develop a quality culture</td>
</tr>
<tr>
<td></td>
<td>Employee participation</td>
</tr>
<tr>
<td></td>
<td>Scientific problem-solving techniques</td>
</tr>
<tr>
<td>Spencer (1994)</td>
<td>Quality goals</td>
</tr>
<tr>
<td></td>
<td>Customer oriented definition of quality</td>
</tr>
<tr>
<td></td>
<td>Role/nature of environment</td>
</tr>
<tr>
<td></td>
<td>Role of management</td>
</tr>
<tr>
<td></td>
<td>Role of employees</td>
</tr>
<tr>
<td></td>
<td>Structural rationality</td>
</tr>
<tr>
<td></td>
<td>Philosophy toward change</td>
</tr>
<tr>
<td>Anderson et al. (1994)</td>
<td>Visionary leadership</td>
</tr>
<tr>
<td></td>
<td>Internal and external cooperation</td>
</tr>
<tr>
<td></td>
<td>Learning</td>
</tr>
<tr>
<td></td>
<td>Process of management</td>
</tr>
<tr>
<td></td>
<td>Continuous improvement</td>
</tr>
<tr>
<td></td>
<td>Employee fulfillment</td>
</tr>
<tr>
<td></td>
<td>Customer satisfaction</td>
</tr>
<tr>
<td></td>
<td>Creation of supplier partnership</td>
</tr>
<tr>
<td></td>
<td>Use of cross-functional teams</td>
</tr>
<tr>
<td></td>
<td>Use of scientific method to monitor performance</td>
</tr>
<tr>
<td></td>
<td>Use of process management</td>
</tr>
<tr>
<td></td>
<td>Heuristics to enhance team effectiveness</td>
</tr>
<tr>
<td>Masterson and Taylor (1996)</td>
<td>HR development and management</td>
</tr>
<tr>
<td></td>
<td>Executive leadership</td>
</tr>
<tr>
<td></td>
<td>Customer focus/satisfaction</td>
</tr>
<tr>
<td></td>
<td>Information and analysis</td>
</tr>
<tr>
<td></td>
<td>Management of process quality</td>
</tr>
<tr>
<td></td>
<td>Role of management/supervisor</td>
</tr>
<tr>
<td></td>
<td>Strategic planning</td>
</tr>
</tbody>
</table>

Dean and Bowen (1994) in their review of quality management identified three principles of TQM: customer focus, continuous improvement, and teamwork. Customer focus as a driving force behind work processes is a fundamental characteristic of the
TQM approach. The internal or external customer of the product or service becomes the focus for determining standards and for measuring performance. A top-down flowchart with vertical reporting relationships is the traditional view of the work structure, while lateral flows culminating in providing products or services to internal/external customers represent the TQM perspective (Cardy & Dobbins, 1996). The TQM focus is on the input, throughput, and outcomes in relation to customer needs and expectations, rather than on hierarchical reporting and power relationships. Organizational practices for implementing a customer focus include direct customer contact, collecting customer information through surveys, and using information from customer contact/surveys in the design and delivery of products and services (Dean & Bowen, 1994). Continuous improvement is another important characteristic of quality management environment. Rather than being fairly fixed or static situations, TQM organizations are dynamic and constantly trying to improve; processes in a TQM environment are fluid and always subject to change (Cardy & Dobbins, 1996). Continuous improvement can be implemented by using process analysis, reengineering, and problem-solving approaches. Teamwork is the third major component of TQM. Customer focus and continuous improvement are best achieved by collaboration throughout the organization as well as with customers and suppliers. Techniques for developing teamwork include the nominal group technique, group skills training, role clarification and group feedback (Dean & Bowen, 1994).


1. **Top management commitment to quality as a top priority;**
2. **A broad-based definition of quality as meeting customers’ expectations at the least cost, which encompasses all phases of the design, production, and delivery of a product/service;**
3. **Institution of leadership practices oriented toward TQM values and vision;**
4. **Development of a quality culture;**
5. **Involvement and empowerment of all organizational members in cooperative efforts to achieve quality improvements;**
6. **An orientation toward managing by facts, including the prolific use of scientific and problem-solving techniques such as statistical process control.**

Clearly, top management commitment, broad-based definition, leadership, and statistical process control are part of Deming’s 14 points for quality management. A broad-based definition of quality is also part of Juran’s and Taguchi’s framework for quality improvement. Leadership and cultural change are part of Crosby’s approach to quality management.

Spencer (1994) reviewed the literature on quality and organizations and summarized the major components of TQM in terms of the following elements (p. 447):

1. **Goal:** TQM establishes quality enhancement as top priority and one that is vital for long-term effectiveness and survival; increase in quality also facilitates other goals (e.g., decrease in costs).
2. **Definition of quality:** quality is satisfying or delighting the customer. All quality improvement initiatives must begin with an understanding of customer perceptions and needs.
3. **Role/nature of the environment:** TQM blurs the boundaries between organization and environment; entities previously regarded as outsiders (e.g., suppliers, customers) are now considered part of organizational processes.
4. **Role of management:** management’s role is to create constancy of purpose for improvement of product and service and to create a system that can produce quality outcomes. Management and the system, and not workers, are held responsible for poor quality.
5. **Role of employees:** employees are empowered to make decisions, build relationships, and take steps needed to improve quality within the system designed by management. Additional training and educational opportunities provide necessary skills for this broader role.
6. **Structural rationality:** the organization is reconfigured as a set of horizontal processes that begin with the supplier and end with the customer. Teams are organized around processes to facilitate task accomplishment.
7. **Philosophy toward change:** change, continuous improvement, and learning are encouraged. Ideally, all organizational members are motivated to improve the status quo.

Anderson et al. (1994) examined the management theory underlying Deming’s method and identified the following characteristics of quality management:

1. **Visionary leadership:** the ability of the management to establish, practice, and lead a long-term vision for organization driven by customer requirements.
2. **Internal and external cooperation:** the propensity of the organization to engage in noncompetitive activities internally among employees and externally with respect to suppliers.
3. **Learning:** the organizational capability to recognize and nurture the development of its skills, abilities, and knowledge base.
(4) Process management: the set of methodological and behavioral practices emphasizing the management of process, or means of actions, rather than results.

(5) Continuous improvement: the propensity of the organization to pursue incremental and innovative improvements of processes, products and services.

(6) Employee fulfillment: the degree to which employees of an organization feel that the organization continually satisfies their need.

(7) Customer satisfaction: the degree to which an organization’s customers continually perceive that their needs are being met by the organization’s products and services.

Anderson et al., offered the following statement that summarizes the quality management approach: ‘The effectiveness of the Deming management method arises from leadership efforts toward the simultaneous creation of a cooperative and learning organization to facilitate the implementation of process management practices, which, when implemented, support customer satisfaction and organizational survival through sustained employee fulfillment and continuous improvement of processes, products and services’ (1994: 479–80).

Hackman and Wageman (1995) conducted a comprehensive review of quality management practices and identified five elements of TQM:

(1) Explicit identification and measurement of customer requirements: with customer in a TQM context, including both external and internal customers.

(2) Creation of supplier partnership: organizations should choose vendors based on quality rather than on price.

(3) Use of cross-functional teams to identify and solve quality problems: the main purpose of these teams is to identify and analyze the vital or critical problems of the organization.

(4) Use of the scientific method to monitor performance and to identify points of high leverage for performance improvement: use of statistical tools such as control charts, Pareto analysis, and cost of quality analysis to monitor quality efforts.

(5) Use of process management heuristics to enhance team effectiveness: the three most commonly used techniques to improve effectiveness of quality teams are flowcharts, brainstorming, and cause-and-effect diagrams.

Hackman and Wageman (1995) claim that these five dimensions provide the core of quality management. Knowledge of customer requirements provides a test for considering and evaluating process changes. Supplier partnerships ensure that materials entering the organization are of acceptable quality. Cross-functional teams bring the full spectrum of relevant information and expertise to bear on decisions about organization-wide problems. Scientific methods and statistical analysis provide teams with trustworthy data to use in their decision making. And process management heuristics can improve the quality of the decision-making process itself.

Masterson and Taylor (1996) used the Malcolm Baldrige criteria to summarize the elements of total quality management. The authors argue that Malcolm Baldrige criteria integrate different perspectives on quality management. The elements of TQM according to these criteria include:

(1) HR development and management: includes employee empowerment and participation in the pursuit of quality.

(2) Executive leadership: organizational leadership responsible for providing a vision encompassing organization’s goals, and systems.

(3) Customer focus/satisfaction: quality defined in terms of meeting/exceeding customer expectations.

(4) Information and analysis: decision making is based on hard facts about quality obtained from various sources throughout the organization.

(5) Management of process quality: the primary focus is on systems of production and service as the key area where quality can be achieved.

(6) Role of management or supervisor: the role should be to help people and systems do a better job through a new management style.

(7) Strategic planning: all levels in the organization are linked and treated as interdependent in the pursuit of the strategy of continuous improvement.

In summary, this review of research on the elements of TQM indicates that there are certain common elements identified by all researchers and practitioners. Individual researchers/practitioners often use different terms to describe the same element/process.

**Effectiveness of the TQM Intervention**

The impact of TQM on organizational effectiveness is a controversial topic with evidence indicating both positive and negative results. The practitioner literature has plenty of anecdotes about companies achieving spectacular results due to TQM initiatives (e.g., Port, Carey, Kelly & Forest, 1992). For example, it was reported that the use of TQM resulted in a 38% decrease in customer complaints at Xerox, an 80% reduction in reduction in defects at Motorola, decreased turnaround times for refunds in the State of Wisconsin, substantial cost savings at the University of Michigan hospital, and reduced purchasing costs in the US Navy (Goal/QPC, 1992).
Several surveys conducted to assess the effectiveness of TQM have also reported positive results.

The US General Accounting Office (1991) conducted a survey of organizations that had implemented quality processes to a significant extent. The objective of this survey was to investigate the relationships between quality processes and desirable outcomes. The firms investigated in this survey were finalists in the Malcolm Baldrige competition. Four categories of outcomes were considered as dependent variables: (1) employee-related indicators including employee satisfaction, turnover, attendance, and safety; (2) reliability including on-time delivery, errors, product lead time, inventory turnover, and costs of quality; (3) customer satisfaction indicators including overall customer satisfaction, customer complaints, and customer retention; (4) financial performance indicators including market share, sales per employee, return on assets, and return on sales. The survey reported annual percentage improvement in all four outcome categories. The report also mentioned that these firms had outcomes that exceeded industry averages in each of the four outcome categories. Druckman, Singer and Van Cott (1997) observed that the results of this survey need to be interpreted with caution, since no causal relationships were examined in this survey and it is not clear whether quality management efforts improved organizational effectiveness or successful firms tend to implement quality management efforts.

The National Institute of Standards and Technology (NIST, 1996) of the Department of Commerce conducted a survey comparing the financial stock performance of Baldrige quality award winners with the Standard & Poor (S & P) 500 index. Results of the survey indicate that, for the period between 1988 and 1994, quality award winners had a 250% return compared to a 55% return for the S & P 500. In a survey of 123 firms, Snell and Dean (1992) examined the relationship between TQM and a variety of human resource management practices. The results of this survey indicate that the impact of TQM on performance was mixed. In another empirical study, Dean and Snell (1996) studied the effect of TQM on performance in a survey of 160 firms. The results of their survey indicate that firms implementing TQM improved their performance relative to the industry.

Ittner (1992) found that quality improvement efforts resulted in decreased costs and increased productivity. Ansari (1984, cited in Druckman et al., 1997) studied 150 firms and found that just in time practices led to improvement in productivity. More recently, Lemak, Reed and Satish (1997) surveyed a sample of 60 firms and found that firms that demonstrated a commitment to TQM for a period of at least five years reported a superior stockmarket performance (on a market and risk-adjusted basis) and improved profit margins. In a study of four firms that implemented customer satisfaction practices, Griffin, Gleason, Preiss and Shevenaugh (1995) found that these firms outperformed the industry in asset utilization and profitability after adopting these practices. Cameron (1991, 1995) studied the relationship between the quality culture and effectiveness among automotive, electronics, and educational organizations. The results of their study suggest that organizations with advanced quality cultures had higher levels of organizational effectiveness than organizations with less advanced quality cultures. Hendricks and Singhal (1997) in a study of Baldrige-award-winning companies reported that strong relationship exists between quality efforts and financial performance. Benson, Saraph and Schroeder (1991) reported a strong relationship between quality improvement and performance. Adam (1994), in a study of 187 US business firms, found that quality improvement approach is strongly related to performance quality. Several field studies in manufacturing (e.g., Ittner, 1992; Garvin, 1988) found that quality practices are associated with higher productivity. In addition, several marketing studies reported positive relationship between customer service orientation and performance (e.g., Fornell & Johnson, 1993; Philips, Chang & Buzzell, 1983).

In contrast to the above studies, results of several other surveys indicate negative or limited influence of TQM on performance. A survey of 580 organizations conducted by Ernst and Young and the American Quality Foundation (1992) suggest that TQM provides the greatest benefits for firms that are already performing well and adoption of the strategy by poorly performing firms can result in poorer performance. A survey of McKinsey and Company of US and European firms found that 67% of the TQM programs that were more than two years old died for lack of results (Druckman et al., 1997). A Rath and Strong survey of Fortune 500 companies also found that only 20% reported having achieved their quality objectives and that over 40% indicated that their quality initiatives were a complete flop (Druckman et al., 1997). The American Electronics Association survey from 1994 showed that TQM implementation dropped from 86% to 63% and that TQM did not result in a decrease in defect rates (Dooley & Floor, 1998). In addition, the Baldrige quality award winner People’s Express went bankrupt within a year of winning the award (Cardy & Dobbins, 1994). Wallace corporation went out of business within an year of winning the Baldrige award (Ross, 1993) and AT & T announced that its plant, which won the Baldrige award in 1992, was laying off 1000 workers (Rogers, 1993). Marsh (1994) reports that there is a diminishing interest in quality evidenced by the fact that the number of applicants for the Baldrige award continues to decrease.

There may be several reasons for the mixed influence of TQM on organizational effectiveness:
(1) Organizational readiness: Cardy and Dobbins (1996) argue that implementing total quality management requires movement from a traditional organization to a total quality (TQ) organization which can require considerable effort and time. Cardy and Dobbins identify several distinctions between traditional and TQ organizations and Table 18.6 summarizes these differences. Traditional and TQ organizations differ both in terms of process and content. The traditional organization emphasizes traditional authority and vertical flows of communication. Unilateral decision making and centralization are characteristics consistent with this type of environment. In contrast, the customer focus of a TQM environment would require an organization that is more consultative and decentralized. Traditional organizations emphasize a conventional detection approach to quality and this leads to a more administrative role for the organizations. In contrast, TQM emphasizes a prevention approach and continuous improvement, and this requires organizations to focus on continuous employee development rather than employee maintenance. Traditional organizations emphasize extrinsic motivational techniques. Training, rewards, recognition, etc., are often offered to motivate or pull an employee toward better performance. In TQ organizations, the key to higher performance is viewed as releasing employee potential rather than pulling employees along to a higher level of job performance. The assumption here is that employees are intrinsically motivated and organizational arrangements (e.g., job redesign, teams) have to be made to emphasize intrinsic motivation. As can be seen from Table 18.6, there are five differences in the content characteristic of traditional and TQ organizations. Specifically, the hierarchical and functional separation typical of traditional organizations lead to a nomothetic approach, that is, one best or preferred way of doing things. For example, traditional organizations often emphasize quantitative performance indicators and excludes all other criteria. In contrast, the TQ organization, with an emphasis on customer satisfaction (both internal and external customers) and maintaining supplier relationships, requires a more pluralistic approach to satisfy the expectations of various stakeholders/constituencies. For example, performance criteria for employees in TQ organizations often includes interpersonal/teamwork skills, problem-solving skills, prosocial behaviors, etc., in addition to traditional performance measures.

The more static nature of the traditional organization leads to an approach that is compartmentalized and job based. In contrast, the more fluid and continuous improvement nature of TQ organizations should lead to an approach that is more holistic and person based. Identifiable jobs may not exist in a TQ organization where teams may be the norm and duties may rotate over time and across projects. Given this situation, a TQ organization must look beyond the traditional job-based framework and identify person characteristics important for success in the organization.

In a traditional organization the emphasis is on individual employees and systems, such as performance appraisals, are designed to focus on individual differences. In contrast, TQ organization focuses on removing system barriers to improving performance. Rather than focusing on individual performance, the TQ approach calls for improving organizational systems.

Given the fundamental differences between traditional and TQ organizations, implementation of TQM requires large scale and comprehensive changes to organizational structure, culture, and human resource management policies.

However, organizations, like physical entities, have inertia (Reger, Gustafson, DeMarie & Mullane, 1994) and it requires consistent application of forces (e.g., top management commitment) over a long period of time to move an organization from a traditional to a TQ orientation.

(2) Situational factors: there are several organizational and individual factors that may moderate the influence of TQM on performance (Shea & Howell, 1998; Stone & Eddy, 1996). Stone and Eddy (1996) suggest that organizations should develop at least four internal mechanisms to successfully implement TQM: a team based structure, job redesign, organizational policies, human relations systems. In a conceptual consideration, Waldman (1994) suggested that person and system factors influence performance and that job autonomy and hierarchy moderate the influence of person/system factors. Specifically, Waldman proposed that system factors influence performance at lower

Table 18.6 Difference between traditional and TQ organizations

<table>
<thead>
<tr>
<th>Process characteristics</th>
<th>Traditional organizations</th>
<th>TQ organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unilateral role</td>
<td>Consulting role</td>
<td></td>
</tr>
<tr>
<td>Centralization</td>
<td>Decentralization</td>
<td></td>
</tr>
<tr>
<td>Pull</td>
<td>Release</td>
<td></td>
</tr>
<tr>
<td>Administrative</td>
<td>Development</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Content characteristics</th>
<th>Traditional organizations</th>
<th>TQ organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nomothetic</td>
<td>Pluralistic</td>
<td></td>
</tr>
<tr>
<td>Compartmentalized</td>
<td>Holistic</td>
<td></td>
</tr>
<tr>
<td>Worker oriented</td>
<td>System oriented</td>
<td></td>
</tr>
<tr>
<td>Performance measures</td>
<td>Satisfaction</td>
<td></td>
</tr>
<tr>
<td>Job based</td>
<td>Person based</td>
<td></td>
</tr>
</tbody>
</table>

Source: Cardy and Dobbins (1996).
levels of hierarchy and in jobs lacking autonomy, and person factors (e.g., ability, motivation) affect job performance at higher levels of hierarchy and in jobs characterized by autonomy. The research by Lemak et al. (1997) indicates that a long term commitment is essential for TQM success. Stone and Eddy also identify individual factors such as ability, motivation, and values that may moderate the success of TQM efforts. For example, it will be difficult for organizations to implement TQM in an environment where individual employees do not value team work, cooperative/prosocial behaviors, and a customer orientation.

(3) Methodological problems: another reason for the mixed results of TQM intervention effectiveness is that there are serious methodological problems associated with many studies of the influence of TQM on performance (Hackman & Wageman, 1995). Most of the literature is based on single company case studies which do not use reliable and valid instruments for measuring quality and effectiveness. The primary issue is to establish whether it is TQM that is being implemented and not a subset of TQM or some related intervention. There are also problems associated with measuring organizational performance and effectiveness with standard measures of performance such as market share, profitability and stock price (Brief, 1984; Kaplan & Norton, 1992). The relationship between TQM and performance may be confounded by environmental factors (e.g., industrial and market factors) that may influence performance independent of the influence of TQM. Time is another dimension that may influence the effectiveness of TQM intervention. It is not clear as to how long after TQM interventions are implemented one can expect their influence on organizational effectiveness. Given these problems, it is difficult to statistically detect the direct effect of TQM on organizational performance. In the light of these constraints, studies that claim positive results as well as studies that claim negative results for TQM should be viewed with caution.

In summary, research suggests that the influence of TQM on performance is sometimes positive and sometimes negative. This ambiguous result may be explained by factors such as individual and organizational moderators, organizational readiness to move toward Total Quality organization, and methodological problems associated with TQM research.

TQM in an International Context

Quality management is mainly an American innovation (Williamson, 1993). It was Deming, Juran, and Crosby who introduced major quality principles and practices. The Japanese also played a major role in developing several quality improvement techniques (e.g., Ishikawa, 1985). There are opposing views regarding the transferability of quality management practices between various cultures. The culture specific view (e.g., Hofstede, 1991; Beechler & Yang, 1993) suggests that management concepts cannot be blindly imported across nations without taking into account the idiosyncrasies of national cultures. Punnett and Shenkar (1994) and Redding (1994) argue that management principles and methods must be compatible with the culture of each country.

Several studies have been conducted to examine the differences in quality management practices between US and Japan (e.g., Ford & Honeycutt, 1992; Ohmae, 1982; Yoshida, 1992; Morris & Pavett, 1992; Fram & Ajami, 1994; Yavas, 1995). A major finding from these studies is that US managers tend to believe that costs increase with quality, while the Japanese tend to believe that quality can bring down costs. Reitsperger and Daniel (1990) suggested that quality control practices in the US are characterized by the ‘static optimization principle.’ This principle suggests that there is a tradeoff between costs and quality. This principle recommends a cost minimizing quality level as a result of balancing costs that incur in improving quality with costs of having a certain amount of defective products.

The Japanese, in contrast seem to adopt a zero defect strategy that pursues zero defects regardless of the costs. Yoshida (1989) suggests that differences in culture and other social factors between these two countries can explain differences in perception toward quality and cost. To explain the difference, Yoshida distinguishes between acceptability and desirability. The Japanese, because of their unified value system, tend first to establish what is desirable and gravitate toward that goal. The process is analogous to defining a center of a wide area. Americans, on the other hand, because of their wide variety of value systems, tend to first specify the perimeter or boundary for what is acceptable. It is more difficult to define the exact boundary than to locate the center. Once rigid boundaries are set people naturally tend to gravitate toward meeting the lower requirements of acceptability rather than striving to achieve the more exacting ones of desirability (Yoshida, 1989).

In contrast to the culture specific view of quality management interventions, the opposing view is that there is much in common between Japanese and US quality management practices (Fram & Ajami, 1994). Japanese companies successfully implemented quality improvement techniques formulated by Deming, and Japan even instituted the Deming prize, its top quality award. Deming inspired quality improvement efforts transformed Japan from a low-quality producer to a world leader in producing high-quality products. Ironically, US organizations ignored these experts until Japanese competition forced these organizations to adopt quality improvement. Things came to a full circle
when American organizations imported Japanese management concepts such as Kaizen, Kanban, Theory Z, and JIT. The Baldrige Quality award was an American answer to Japan’s Deming prize. Quality improvement efforts in the US automobile industry were largely influenced by Japanese quality management practices. The successful turnaround of the US automobile industry, in part, can be attributed to these quality improvement efforts. Clearly, this illustrates that there is nothing culturally specific about quality management principles. The US and Japanese cultures not only traded their goods and services but their quality management concepts as well. Recent empirical evidence suggests that the US automobile industry has moved in the direction of Japanese management, while the Japanese have imported some American ways of doing business (Fram & Ajami, 1994). According to this study, closer interaction, technology, and competition appear to be helping to reduce cross-national managerial differences.

Although US society is characterized by individualism (Hofstede, 1980), US organizations seem to have successfully adopted teamwork, which is an essential ingredient of quality management. Likewise, although Japanese society is characterized by certain degree of vagueness in their approach to management and decision making, Japanese organizations have successfully adopted Deming’s approach which requires precise measurement and control using statistical techniques. Several studies point to emerging similarities between the attitudes of US and Japanese managers with respect to issues such as top management involvement and quality–cost tradeoff (e.g., Yavas & Burrows, 1994; Yavas, 1995; Daniel & Reitsperger, 1994; Reitsperger & Daniel, 1990). More recently, Yavas and Marcoulides (1996) conducted a cross-cultural study to examine whether American and Japanese organizations differ on major components of quality. They examined the differences based on six quality components: communication, quality execution, commitment, control/responsibility, current status of quality and measurement. The statistical results of this survey indicate that, for the quality dimension, the two countries have similar number of factors, factor structure and correlation between factors. The authors conclude that there is much common ground with respect to quality management practices between Japan and the United States.

Rao, Raghunathan and Solis (1997) conducted a survey of quality management practices across China, India, and Mexico and used the Malcolm Baldrige award criteria as a framework for comparing quality practices. The results of their survey suggest that: (1) there was no significant difference among the three countries on all the seven Baldrige criteria; (2) organizations in all these countries scored high on all the seven Malcolm Baldrige criteria. Top management support is a significant factor influencing strategic quality planning and quality improvement practices for all the three countries.

Jenner, Hebert, Appell and Baack (1998) examined the quality management practices in a Chinese cultural context. In their case study involving 10 US Chinese joint ventures, they found that Confucian/Mao culture permeates these organizations. Managers of 9 of the 10 organizations made no significant attempt to implement quality management practices because of their belief that these techniques would not be accepted by Chinese workers for cultural reasons. However, one organization succeeded in the attempt to introduce TQM because of continued top management support and by changing employee attitudes through extensive training and communication.

A number of other studies examined the TQM intervention in other countries. For example, Zink (1998), in a book on quality management practices in Europe, documents case studies of several successful quality management efforts in organizations across Western Europe. In a study of 184 manufacturing firms in New Zealand, Sluti (1992) found that quality management efforts had significant positive impact on performance measures such as process utilization, process output, production process, inventory and on time delivery. Azarang, Gonzales and Reavill (1998) examined quality improvement practices in 122 large manufacturing plants in Mexico. The findings indicate that qualitative improvement efforts significantly influenced productivity, quality, customer satisfaction, and employee morale.

In summary, the review of quality management practices in an international context indicates that TQM appears to be a sound management practice and a strategic management tool for achieving business objectives. TQM is based on management techniques such as teamwork and employee participation/empowerment. Based on Hofstede’s (1980) work, one would expect that TQM techniques would fail in many cultural situations. Specifically, in Western cultures, which score high on individualism (Hofstede, 1980), there would be resistance to teamwork, an essential ingredient of TQM. Likewise, in Eastern cultures and developing nations, which score high on power distance (Hofstede, 1980), there would be resistance to introduce employee empowerment techniques, another essential element of TQM. However, the above review indicates that TQM has been successfully implemented in Western cultures such as the United States and European countries as well as Eastern cultures such as Japan, India, China, and Korea. A fundamental reason for this broad effectiveness of TQM could be that global business competition has forced organizations to adopt quality management. Organizations across the world may be willing to experiment with management interventions that make sound business sense irrespective of the national origin of the interventions.
Future of TQM

As mentioned earlier, the McKinsey survey and the Rath and Strong survey of Fortune 500 firms indicate that there is a declining interest in TQM (Druckman et al., 1997). Marsh’s (1994) report points that the number of Baldrige award applicants continues to decline. There is disenchantment being voiced that TQM is just another management fad (Cardy, 1996).

Despite the pessimism, we believe that quality will remain a primary concern in organizations across the world for many years to come. While labels and programs may change, the management fundamentals underlying quality approaches will remain largely unchanged. For example, over a decade ago, quality circles seemed to be the key to sagging productivity in Western organizations. During the past decade, TQM was considered the right answer for achieving competitive advantage. Now, other systems such as business process reengineering may come to replace TQM. The characteristics underlying these quality interventions, such as teamwork and empowerment, will remain across various incarnations of quality improvement programs.

There are several areas that need to be considered for future research on TQM:

1. There is a need to develop reliable and valid instruments for measuring TQM construct. The issue of construct validity is of primary concern because a large number of studies claim to cover TQM when they actually concern only a subset of TQM or a related concept (Hackman & Wageman, 1995).

2. The influence of person and system factors influencing TQM efforts needs be examined. Although theoretical models that examined the person–system influences exist (e.g., Cardy & Dobbins, 1994; Stone & Eddy, 1996), there is a need to conduct empirical research to validate these models.

3. Although researchers have identified the key dimensions of TQM, the interrelationship between the dimensions has not been given much attention. For example, it may be interesting to examine the relative importance of the key dimensions for achieving effectiveness.

4. Research needs to focus on the influence of temporal dimension. It is not clear how much time it takes for organizations to successfully implement TQM.

5. Hackman and Wageman (1995) point out that academics have not conducted much serious work on TQM. Most of the work has been conducted by practitioners who often do not pay attention to the rigors of scientific methodology. Clearly, understanding of TQM can be facilitated by rigorous scientific research by academic scholars.

CONCLUSION

The objective of this chapter was to review the literature and cover the salient issues for some of the most popular management interventions. For the purpose of this chapter, we focused on interventions that are meant to influence performance effectiveness in organizations by working through human resource systems. Specifically, we focused on three popular interventions, namely MBO, participative management, and TQM. For each of these interventions, we traced its history and development, reviewed its salient features as enunciated by leading scholars in these areas, and examined the influence of the intervention on organizational effectiveness. We also reviewed the applicability of these interventions in a multicultural/international context by examining literature on the effectiveness of these interventions across various national cultures. We concluded the review of these interventions by discussing where these interventions are headed as we enter a new millennium.

In broad strokes, this review suggests that these management interventions appear to have gone through the lifecycle of a typical management fad (Campbell, 1971). That is, a new management intervention appears on the horizon and develops a large stable of advocates who first describe its successful use in a number of situations. A few empirical studies are carried out to demonstrate that the method works. Slowly, a few vocal opponents begin to criticize the usefulness of the technique, often without any supporting data. Around the same time, another new intervention appears on the horizon which grabs the attention of practitioners and managers, and the older intervention fades into oblivion, and this cycle repeats itself. More often, the new intervention is not entirely new; like the proverbial old wine in the new bottle, some of the salient features of the new intervention are drawn from the techniques of an earlier intervention. Thus, the introduction of a new intervention represents elements of continuity and change.

The elements of continuity are often those management principles and techniques that have withstood the rigors of empirical scientific research. This review of management interventions indicated that certain management principles such as employee participation, collaborative work, and goal setting have found a home in one intervention after another because these principles are based on sound management theory and empirical research evidence. Management fads may come and go; what is enduring is this set of time-tested management principles.
This review suggests that these principles not only withstood the rigors of time but the space dimension too. While national culture exerts an important influence in shaping individual attitudes, the evidence reviewed in this chapter indicates that managers and employees are willing to adapt to management principles, although they may not be well aligned with their national cultural values. For example, we found that companies across the world have implemented total quality management, which has teamwork and employee participation as its constituent elements. This was the case despite Western cultures being more individualistic than team oriented and Asian cultures being more hierarchical than decentralized and empowered.

Finally, we suggested areas of research that need to be focused on for the future. We hope this review and discussion will generate further research in this area.
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Characterizing Organizational Theorizing

The study of organization now has a history of around a hundred years. Although there has been some degree of continuity in central interests and approaches taken to address them, a lot has also changed over this period. What now passes as organizational theorizing (or for that matter, as organization science, organizational analysis, or organization studies) is in many ways different from the concerns and modes of investigating organization and organizations in the former part of the 20th century.

The study of organization went through a major transformation or, to put it perhaps more mildly, took a new direction around the mid-20th century. The redirection took place as a part of the broader move unfolding in American business schools towards bringing science into business studies and education (Locke, 1996). Although pioneering steps in this new direction date back to earlier years, the more wholesale shift came after the late 1950s as a response to dissatisfactions about the state of business education in the USA at the time (Whitley, 1988; Miner, 1997). Broadly put, the turn involved the aspiration to draw upon science and the scientific method in dealing with managerial and business problems. The outcome was the injection of quantitative methods and behavioural sciences into business curricula coupled with an influx of faculty members trained in these fields who brought with them the inclinations and competencies for scientific research (Miner, 1997).

Scientization brought a shift from the experience-based claims and writings of earlier practitioner-theorists (Thompson & McHugh, 1995) on management and organization towards approaches grounded in the scientific method. The way of addressing managerial issues was changing, promising, and bringing, as in other areas of business studies, reputability and power to the field. However, the central concern, that of finding ways of solving problems of organizational functioning efficiently and effectively, by and large remained
the same. In a sense, it was a happy marriage at the outset and served to shape the two central footings of the discipline that was emerging in the USA, namely scientism and managerialism.

For organization theory the merging of science and practical problems of management was character forming in a number of important ways, shaping features and strains that have since come to characterize the field, perhaps more so than other areas of business studies. The move towards the natural science model although integrative in one sense, ironically, was potentially divisive in two ways. For one, what scientization did was to distance those who studied managerial problems and those who practised management. Acceptance of ideas and principles put forward by practitioner-theorists had not been without problems either, due both to their universality claims and to interference with managerial prerogatives. With scientization the problem began to aggravate. As in any field that claims to be an applied science the problem of relating to practitioners or the strain between rigour and relevance set in to stay as a major source of concern and debate. Beyond the issue of translation to practice, differing degrees of allegiances were to take hold among those in the academia to the concerns emanating from the two footings of the field, science and the practical problems of management. Secondly, the infusion of science involved turning to other disciplines like psychology, social psychology, and sociology to borrow frameworks, concepts, and methods, as well as importing researchers trained in these areas. It also meant building upon and extending earlier work carried out on organizations within such disciplines. Not only was this reliance on a variety of social sciences character defining, in the sense of organizational theorizing becoming multidiscipline based (March, 1996), but also in breeding substantive dissension emanating from allegiances to different disciplinary traditions.

A tension of this kind emerged as the orientation towards the natural science model paved the way for the institutionalization of ‘organization theory’ as a separate field of study in US business schools (Hinings, 1988) with a redefined narrower domain. The gaining of a separate identity went through a number of stages within the broader tendency, spurred by the scientistic reorientation, towards greater specialization in business studies. Initially, ‘management’ and ‘administrative sciences’ served as umbrella definitions for delimiting boundaries as seen, for example, in the emergence in late 1950s of what were later to become the leading American journals of the field, namely the Administrative Science Quarterly and the Journal of the Academy of Management. The 1960s and 1970s brought in the USA a split between ‘organizational behaviour’ and ‘organization theory’ or between the ‘micro’ and the ‘macro’ in organizational analysis. The advent of the contingency perspective was instrumental in this process of separation as it triggered quantitatively based ‘comparative’ studies of internal design problems, building on the sociological tradition in the field and thus balancing the behavioural orientation that had come to dominate research.

Distancing from the focus on behavioural phenomena within organizations and the resultant confinement to organizational level issues served to narrow down the disciplinary basis of organization theory largely to sociology cast onto the administrative tradition of the earlier practitioner-theorists. Coupled with the increasing influence of the contingency perspective, it also offered towards the latter part of the 1970s the prospect of what may be called a paradigmatic consensus, which could even extend beyond the USA to include research at the time in Europe. The promise was very short lived, however; indeed it was breaking down when some were thinking that it was emerging. Theorizing on organizations was again displaying its low-consensus character, increasingly so after the early 1980s, leading to divisions that have now become much more fundamental.

Proliferation of epistemological and theoretical positions has had to do not only with the relatively more recent developments in the USA but also with increasing scholarly input from other parts of the world. The scientific revolution had occurred at a time when the USA was emerging as a super power and assuming a leadership role in the West and was looked up to as the epitome of business practice and education. The USA thus became, more so than in the former part of the century, a centre of attraction for learning about business and management leading to the dissemination of US-based institutions, ideas, and practices (Locke, 1996). Although American domination of the field still persists and the flow of theoretical perspectives is to a large degree one-way (Engwall, 1996; Hickson, 1996), there has been greater participation by scholars from other countries accompanied by an increasing number of research outlets with institutional bases outside North America. Greater international input into the field has contributed to the emergence of domain definitions and approaches different from those prevalent in the USA (Üsdiken & Pasadeos, 1995; Collin, Johansson, Svensson & Ulvenblad 1996).

Within the present state of theoretical pluralism in the field the search for and the hope of integration continues, an aspiration on which some believe that there is consensus (e.g., Elsbach, Sutton & Whetten, 1999). The current situation is regarded as a continuing pre-paradigmatic state (e.g., McKinley, Mone & Moon, 1999). For some others, on the other hand, it reflects an inevitable multiparadigmatic condition for the field (e.g., Kaghan & Phillips, 1998). Yet another view is that the present state is nothing but a prerevolutionary crisis (e.g., Hatchuel, 1999). The impending revolution is to eradicate what have been identified above as the
two footings of organization theory (scientism and managerialism) as it became institutionalized in the USA as a separate discipline. The aspiration is for a ‘new’ theory of organization that is to be nonpositivist and nonmanagerialist (Watson, 1994).

The present chapter traces the journey of organizational theorizing from the mid-century scientistic turn in the USA to the present day. The next section extends the discussion of the move from earlier dispersed roots towards institutionalization as a separate field in USA in the 1970s. The section to follow considers chronologically parallel developments, primarily in Europe, challenging what was regarded as emerging orthodoxy in the field and paving the way for fundamental divisions that were to strengthen over time. The fourth to the sixth sections review the influential theoretical perspectives that have evolved in the last quarter of the century, that have undoubtedly served to enrich as well as extend the boundaries of the field, but also engendered new and a wider range of allegiances. The final section builds on this review to provide an assessment of the field at the end of the century, to be joined by speculations on what the foreseeable future may hold.

FROM DISPERSED ROOTS TO INSTITUTIONALIZATION

The Three Roots: Administrative, Sociological, and Psychological

By the late 1950s there were three strands of work emanating from different concerns and ways of thinking and that made reference to ‘organization’. For one, there was the stream of contributions by practitioner-theorists from both North America (e.g., Mooney & Reiley, 1939) and Europe (e.g., Fayol, 1949; Urwick, 1944) who, broadly put, sought ways of formalizing the design of organizations and developing guidelines for effective managerial action in government and business. Work of this kind, in its own way, not only described the problem of organizing as an element of administration but also laid the foundations of the concern with the structural analysis of organized activity (Guillén, 1994). They did become subject to criticism, however, as the call for a science-based approach to internal design problems began to mount (e.g., Simon, 1947), questioning not only the adequacy of the evidence but also the extent to which they were able to provide practical guidance to managers.

Practitioner-theorists were joined in the 1940s and 1950s by sociologists, mostly from North America, in the structural analysis of organizations. Weber (1947) was brought into organizational analysis both for theory development on formal organizations and empirical investigation of the functioning of bureaucracies. Pioneering case study investigations (Selznick, 1949; Gouldner, 1954; Blau, 1955) evolved in the 1960s into comparative studies which were aimed at contrasting larger numbers of organizations with a view to understanding what shaped their features (Blau, 1974). Complementing these contributions was work that was geared to developing a conception of organizations as social systems. They were extensions of the concerns of another practitioner-theorist, Barnard (1938), with organizations as cooperative systems. Based on systems thinking, a central theme in these analyses was that organizations need to be treated as sociotechnical systems, faced with the problem of adapting to external and internal changes that required integration of the imperatives of technology and social relationships (e.g., Trist & Bamforth, 1951).

Systems thinking was also integrationist in the sense of relating to and serving as a bridge among sociological analyses and the third tradition, concerned primarily with the human element, which had developed from a base in psychology. The birth of industrial psychology was coterminous with scientific management, to be followed by the emergence of the human relations movement in the 1920s, which over the next three decades spurred empirical investigations of various kinds into individual and group behaviour in organizations as well as issues of leadership. Although geared primarily to such concerns, the human relations perspective and the ensuing behaviourist tradition also spoke to issues related to the way organizations were structured. Less hierarchy, participation in decision making, and teamwork were favoured structural arrangements (e.g., Likert, 1961).

Organizational Theorizing from the 1960s in North America and Europe

By the 1960s organization theory in the USA encompassed all these three traditions and was increasingly leaning towards a scientistic orientation, with behaviourist approaches in the forefront drawing upon a longer history of scientific research (Daft, 1980; Porter, 1996). The preoccupation initially was more with ‘management’ as the umbrella term that specified the domain for which there was a search for a general theory. Given the multiplicity of roots and traditions, strains had begun to emerge and concerns were expressed about the possibility of a unified theory (Koontz, 1961). Tensions were apparent, for example, between those that were sceptical about a ‘theory’ of management foreseeing development in the extension of the ‘best practice’ tradition and those that were inclined towards building a body of knowledge that would serve to identify general principles (Whitley, 1988). The latter
were also challenged by those who were inclined to see unification coming through science-based approaches and under the framework of systems theory (Wren, 1994). There were also engagements by the more psychologically orientated with the structural-functionalism of the day for their neglect of human actors (e.g., Homans, 1964). Even then ‘the field of “organization theory” appear(ed) so ununi-

differentiated and disorderly’ (Rubenstein & Haberstroh, 1966: 3). (See also Hirsch & Levin, 1999.)

Taking place concurrently was the passage from considering organizing as a subset of managerial functions to a redefinition, as seen in the preceding quotation, by reference to organizations and organization theory, though employed interchangeably with the notion of ‘organizational behaviour’ and still with the explicit concern of ‘helping’ managers. Although there was reference to structural issues, the behaviourist slant was evident, leading, for example, Kassem (1976: 14) to characterize organization theory of the time in the USA as microscopic in approach, organizational psychology based, people and process focused, ideologically conservative, and geared towards practical theories. Kassem’s (1976) intent in this characterization was to provide a contrast with what he observed as the predominant features of organizational theorizing in Europe at the time. For Kassem (1976: 14), European organization theory was macroscopic, drew upon sociology, focused on the organization as a whole, was conflict based, and orientated towards abstract theories. The organizational sociology of Europe was also characterized by diversity (Hofstede & Kassem, 1976) and some of what was produced found resonance in North America because their problematizations and methodologies fitted well with the scientistic tendencies in the latter.

The Micro–Macro Separation and Convergence Around the Contingency Framework

Indeed some of these contributions served as pioneers for later strands of theorizing that were to develop in North America. Notable in this respect is the work of Woodward (1958), Burns and Stalker (1961), and the Aston group (e.g., Hickson, Pugh & Pheysey, 1969) as early exemplars of structural-contingency theory and that of Crozier (1964) and Hickson, Hinings, Lee, Schneck and Pennings (1971) on structural analysis of power within organizations. The work of European researchers was accompanied by comparative studies of bureaucracy (e.g., Hall, 1962) and of business firms (e.g., Lawrence & Lorsch, 1967), as well as theoretical treatments (e.g., Thompson, 1967; Perrow, 1970) by American authors, that also portrayed organizational structures as contingent upon factors like size, technology or the external environment. The structural-contingency framework to emerge from these studies, buttressed as it was by systems theory, constituted a sociological open-systems perspective as a companion to the psychological one that had come earlier (Miner, 1990).

The contingency view of organization structure was based on two central themes. One argument was that there was no single best way of organization design. Organizations operated in different kinds of environment and employed different types of technology in carrying out their tasks. Environments varied in the degree of uncertainty and diversity, calling for different internal structural arrangements. So did the nature of tasks or technologies, notably with respect to routineness and interdependence (Perrow, 1970; Thompson, 1967). Organization structures were thus responses to information-processing demands emanating from external and internal conditions. Stable and simpler environments as well as routine technologies led to mechanistic structures characterized by formalization and hierarchy (Burns & Stalker, 1961). Dynamic environments and nonroutine tasks, on the other hand, called for more organic forms, structures that had less formal definitions and relied more on lateral rather than vertical relations. The second central theme of the contingency view complemented its deterministic flavour. Positive contribution of structural arrangements to organizational effectiveness and efficiency depended upon congruence, namely, the fit between conditions and design. Structural-contingency theory was very much in line with the times and owed its label to similar ideas that were being developed in relation to issues like leadership and decision making (Fiedler, 1967; Vroom & Yetton, 1973). Even a broader consensus appeared to be emerging around a contingency view of management (e.g., Kast & Rosenzweig, 1974).

The framework and the puzzles that contingency theory provided spurred in the 1970s larger-scale comparative studies of organization structure that helped to match the methodological orientations and advances of the behaviourist tradition. Coupled with new research agendas that were emerging, like interorganizational relations and power issues in organizations, the divorce from behavioural concerns was becoming clearer and organization theory was gaining, at least in the USA, a new and narrower definition. The central concerns of this redefined area of specialization were the determinants and outcomes of intra- and interorganizational design. The managerialist orientation was still there, as was the claim of being science based. The separation was based on disciplinary roots and, thus, on the level of analysis. The search, or hope, that dated back to 1950s, for gaining a separate identity through the fusion between sociology and the earlier practitioner-theorist tradition (Stern & Barley, 1996) was coming true. Not only was there now a new field with redefined boundaries but it
would also appear that a consensus was emerging around a dominant paradigm provided by open-systems and contingency thinking. As this was happening, however, the seeds of new tensions and, indeed, fundamental divisions around the purpose and the ways of doing organizational analysis were being thrown mainly on the other side of the Atlantic.

CREeping Tensions

The Early Attacks

Scholarly work in Europe on organizations, with the diversity it contained, produced not only studies in the genre of the Aston group (e.g., Hickson et al., 1969) that served as an important contribution to what was to follow under the label of contingency theory. It was also the source of views that were to challenge the boundaries and building blocks of organization theory, as it was understood in North America.

An early reaction came from Silverman (1970), regarded as seminal, primarily in the north of the English Channel, in what it brought up (Hassard & Parker, 1994). Silverman’s book was a reaction to systems theory and proposed instead an ‘action frame of reference’ that located individual and group action at the centre of organizational analysis. Although Silverman (1970) had more sympathy towards later versions of the human relations perspective and the sociotechnical tradition, he was emphasizing the distinction between action and behaviour, in that the former embodied intentionality and the attachment of subjective meanings. The focus was thus on interactions among people and their everyday experiences in organizations. Silverman was not only critical of the systems approach because it helped to frame organizational issues in managerial terms but his position also involved a rejection of attempts to study causation in social phenomena. Of the central propositions that emanated from a social action perspective the first had to do with the ‘fatal defect’ (Silverman, 1970: 127) of not recognizing that the phenomena social and natural sciences dealt with were fundamentally different. The book engaged with both footings of organization theory, but involved a stronger challenge to its realist basis and, in turn, served as a stimulus for ethnomethodological research to follow.

Yet another ‘critical’ position against what was then becoming to be called ‘mainstream’ or ‘orthodox’ organization theory came from authors who were inspired by Marxian writings. Influential in this respect was Braverman’s book (1974) and his focus on the ‘labour process’, the use of human labour in transforming raw materials into products and services. Organizations were considered as being located in a broader political economy and as instruments for managements to effect the control of labour (Clegg & Dunkerley, 1980).

In Europe the Paradigm Debate Begins

That there were by the end of 1970s at least traces of widely divergent views on organizations and the purpose and ways of theorizing them became strongly registered with the publication of Burrell and Morgan’s (1979) book. With Burrell and Morgan the notion of paradigms and what was later to be called paradigm mentality (Willmott, 1993) entered into organizational analysis. Working from social theory, Burrell and Morgan (1979) specified two dimensions that they defined as ‘sociology of regulation versus change’ and ‘objective versus subjective views of society’. The sociology of regulation was concerned with order, integration, and consensus, whereas that of change dealt with conflict, contradiction, and domination. An objectivist view of society was characterized by ontological and epistemological assumptions that treated the social world very much like natural phenomena. Subjectivism, on the other hand, reflected an opposing tradition in that the social could only be understood in terms of the subjective meanings attached by those involved. By juxtaposing these two dimensions, four ‘paradigms’ of social theorizing were identified, namely, functionalist, interpretive, radical humanist, and radical structuralist, that in turn informed organizational analyses. Functionalism, with its concern for regulation and objectivist basis, was thought to provide the dominant framework, the orthodoxy, for organization theorizing. The other three were challengers and differed from functionalism either due to emphasis on change (radical structuralism) or assumptions about social science (interpretive sociology) or in terms of both dimensions (radical humanism). Not only did Burrell and Morgan (1979) attempt to portray differences by articulating on the different traditions and their extensions in organization theory but also argued powerfully against the possibility of synthesis, as each of the paradigms derived from disparate metatheoretical bases.

These works heralded what was to follow in the next two decades, to a large degree outside the USA, primarily in the UK, some other parts of Europe, and other English speaking countries like Australia and Canada. Political and military language began to set into debates. So as early as the late 1970s Clegg and Dunkerley (1977) were talking about the ‘... style of research whose hegemony is maintained by the pages of the “Administrative Science Quarterly”’ (p. 2) and proposing ‘to overcome existing organization theory’ (p. 3). Not only were the managerialist and scientific footings of organization
theory being challenged but indeed its identity as a separate discipline. As Hinings (1988: 2) put it, organizational theorizing was ‘reclaimed for sociology’; a convention of labelling the field that still prevails in Europe (Hassard & Parker, 1994; Thoenig, 1998). The criticisms that were raised and the new agendas that were proposed were, and to a large degree continued to be, confined largely to the geographical space delineated above, often being targeted at the work of the Aston group and Donaldson’s (1985) ‘defence’ of the contingency perspective. Despite attempts to expose North America to these ideas (Morgan, 1980; Clegg, 1981), the USA, in particular, remained largely unaffected (Aldrich, 1988; Üsdiken & Pasadeos, 1995) and had only a few alternative offerings of its own (e.g., Weick, 1969; Benson, 1977). The rather quiet separation between organization behaviour and organization theory occurring in the USA at roughly the same time and the resultant confinement of the field to claims to sociological and administrative roots was also serving as a seedbed for diversity, but of a different kind.

**AMERICAN ADVANCES IN THE SOCIOLOGICAL APPROACH TO ORGANIZATIONAL ANALYSIS**

The latter part of the 1970s marked the emergence in the USA too of new ways of thinking about organizations. Landmark contributions for what were later to become four influential research programmes (resource dependence, institutional theory, population ecology, and transaction cost theory) appeared in this period, leading a prominent author associated with one of these perspectives to proclaim, towards the end of 1980s, contingency theory dead (Carroll, 1988). This judgement has indeed received empirical support (Üsdiken & Pasadeos, 1999). More importantly, these developments have opened up a whole new range of tensions in the relatively tranquil setting in North America, the extent of which, after two decades, has come to be regarded as a threat to the identity of the discipline (Pfeffer, 1993, 1997).

With the advent of these newer perspectives, problems, concepts, themes, units of analysis, and methods previously not within the purview of organization theory began to emerge. Even by the early 1980s these novel views were considered as divergent enough to generate discussions on ‘central debates’ (e.g., Astley & Van de Ven, 1983; Hrebiniak & Joyce, 1985) that, incidentally, incorporated only a limited selection of the issues fervently raised in the critical literature reviewed in the previous section. The debates that were engendered by the emergence of the newer perspectives emanated from different positions with regard to the extent of free choice versus determinism in organizational action and the appropriate level of analysis for studying organizations (Astley & Van de Ven, 1983).

### The Resource Dependence and External Control Views

The resource dependence perspective (Pfeffer & Salancik, 1978), preliminary versions of which had begun to emerge in the early 1970s built on the external environmental focus in contingency theory, but also drew upon earlier coalitional views (Cyert & March, 1963) and work on intraorganizational power (Hickson et al., 1971). Whilst structural-contingency theory emphasized the consequences of information-processing demands faced by organizations, the resource dependence perspective focused on problems of resource acquisition and the interdependencies that they generated. Organizations confronted not only the problem of adapting to environmental changes but also that of dealing with external demands. Need for resources controlled by external parties generated problems of dependence, outside influence, and threats to autonomy. Organizational action was motivated by finding ways of avoiding, reducing, or altering asymmetric dependencies and developing countervailing power, through, for example, interorganizational linkages. Another way of dealing with external dependence was through compliance and internal arrangements to better handle environmental contingencies. So what happened and what was or was not done in organizations had to do with external resource exchanges. Power was not only a currency, however, in environmental interactions but also within organizations. Indeed one mechanism through which the external environment impacted organizations was through its effects on the internal distribution of power.

The resource dependence perspective brought fresh ideas and a reworking of some themes that had been around for some time, which in their totality were both a contribution to the separation from organizational behaviour and, at the same time, served as an important challenge to views that had culminated around the structural-contingency approach. It was distinct from organizational behaviour approaches in that it stressed the structural or the context both in terms of external influences and internal phenomena. According to Pfeffer and Salancik (1978), behavioural change, for example, was more likely to be obtained not by individually orientated approaches typically advocated by the organizational behaviour literature but by the redesign of the context. The challenges that it offered to established ways of thinking within the structural-contingency tradition were also significant in various ways, though only tangentially...
related to the more critical stance emerging at the time to a large degree in Europe.

Perhaps of foremost significance in Pfeffer and Salancik’s (1978) formulation was their extension of the boundaries of organization theory beyond conceptions that were limited to internal problems of structural design. This extension was not entirely new in that it had an affinity with some of the theoretical and empirical work of the 1960s and 1970s that focused on interorganizational relations with a specific interest in social service delivery systems in the USA (e.g., Van de Ven, 1976; Schmidt & Kochan, 1977). Pfeffer and Salancik’s (1978) resource dependence perspective not only extended these issues to the world of business organizations but also involved conceptualizing the design of external linkages as a central problem and thus a significant matter for organizational analysis. Issues like cooperation, interlocking directorships, interfirm associations, vertical integration, diversification, joint ventures, and mergers were, thus, central concerns, leading critics like Donaldson (1995: 133) to claim still that the resource dependence perspective is ‘strategy theory’ rather than organization theory. Nevertheless, these issues did become important items in the agenda of organization theory, indeed increasingly so over the last decade with greater interest in network forms of organization (Üsdiken & Pasadeos, 1999).

A second important contribution of the resource dependence perspective, again not completely novel in that it drew upon earlier ideas of organizations as coalitions (Cyert & March, 1963), was the framing of a political view. Such a framing served as another challenge to technicist-rationalist and unitary conceptions of organization. Interests and power were at play not only in external linkages but within organizations as well. Although there have been claims that the resource dependence perspective is an offshoot of the antibusiness sentiments of the 1960s (Donaldson, 1995), power and politics are essentially treated as inevitable, indeed as ‘functional’ phenomena, that could serve as mechanisms for facilitating organizational adaptation to environmental conditions. Such a conception did also generate however concerns about how organizations, especially those that are large and powerful, were to be controlled.

With its focus on external constraints and control, the resource dependence perspective also problematized organizational autonomy and discretion, and the role of management in affecting organizational outcomes. Its primary challenge was to heroic conceptions of management, claiming instead that organizational and managerial discretion was variable. In that sense, the resource dependence perspective was offering a bridge between the determinism of the structural-contingency view of the time and a critical position coming originally from Europe, the notion that there is ‘strategic choice’ (Child, 1972). The structural-contingency theory had a smaller part for managers compared to the earlier views of practitioner-theorists and essentially described a reactive role (Astley & Van de Ven, 1983). Good management was about good diagnostics of the situation and the capability to install and implement structural arrangements that would be appropriate. The strategic choice view, on the other hand, allowed more room for management as preferences or political considerations were likely to enter into design decisions (Child, 1972). The resource dependence perspective considered a broader spectrum, ranging from very little managerial effects to the discretionary role envisaged by the strategic choice view. Overall, however, according to Pfeffer and Salancik (1978), the possibilities for a discretionary role was limited to managers in relatively few organizations and that, in any case, performance and survival depended largely on the actions of others.

To recapitulate, the resource dependence perspective indeed mounted important challenges to the practitioner-theorist and the scienticized versions of organization theory and served to open up new avenues, but in essence did not diverge from the tenets of the latter version. Pfeffer and Salancik (1978) were interested in developing explanatory models of organizational structures and actions, but they were equally concerned with their models serving as prescriptions for managers. Likewise, although there was reference to, for example, enactment processes within organizations, little was attributed to individual differences; the premise being that organizations were confronting an ‘objective reality’ that needed to be interpreted correctly. The managerialist and scientistic orientations of organization theory remained intact.

**The New Institutionalism in Organizational Analysis**

Although the resource dependence perspective also considered social norms and governmental regulation as environmental factors that needed managing, it was neoinstitutionalist views that brought into organizational analysis the notions of institutional environments and institutionalization with important implications for the causes and consequences of organization structures and actions. Beginning with Meyer and Rowan’s (1977) landmark article the infiltration of institutionalist ideas into organizational analysis, perhaps most significantly, involved a departure from both efficiency-based accounts of contingency theory and power-based explanations of the resource dependence perspective. Put broadly, the institutionalist perspective was built on an idealational view of organizations as opposed to the more materialist conceptions inherent in contingency and resource...
dependence theories. Organizations were thus viewed not as instruments for achieving ends or for wielding power but as ‘institutions’. The notion of institution refers to ‘structures and activities that provide stability and meaning to social behaviour’ (Scott, 1995: 33) and as Zucker (1977: 728) has pointed out, in a widely quoted statement, ‘institutionalization is both a process and a property variable’. Organizations, according to institutional theory, are located in institutional environments defined as the social and cultural context and themselves produce, embody and can become institutions.

The institutional environment is set conceptually apart from the notion of the technical environment that carries informational and material resources but, very much like the latter, is a source of powerful influence upon organizations. As such the institutionalist view becomes at one with contingency and resource dependence perspectives in ascribing primacy to the external context and portraying a passive image of organizations, though the accent on what matters is different. Formal rules, social norms, and cultural values surrounding organizations serve as influences that generate homogenization, more specifically, within what institutional theorists call ‘organizational fields’ (DiMaggio & Powell, 1983) or ‘societal sectors’ (Scott & Meyer, 1992). The notion of organizational field is central to institutional theory and refers not only to organizations that produce similar products or services but also others that they regularly interact with and that can have impact upon their performance (DiMaggio & Powell, 1983; Scott, 1995). Three sets of mechanisms can be in operation within organizational fields that produce homogenization or, in the language of institutional theory, isomorphism, namely, coercive, normative, and mimetic processes (DiMaggio & Powell, 1983). Coercive isomorphism refers to formal or informal pressures that organizations tend to comply with to avoid legal or social sanctions. The state, in particular, and other regulatory bodies are prime sources of coercive pressures. Organizations respond by conforming to such rules but may also be giving appearances of conformity. Normative pressures derive from norms, values, and beliefs that may have professional or broader societal bases. They may involve either external influence or internalization as ways of producing conformity. Finally, mimetism refers to imitation among organizations within a field, importing practices from others, especially in conditions of uncertainty.

These three ways of conceptualizing institutional effects on organizations constitute, according to Scott (1995), the three pillars of institutional thinking, which he labels as regulative, normative, and cognitive. The three pillars are a source of differentiation within institutional theory but they all refer to processes that can take place without recourse to efficiency considerations. Actually, the regulative can be conceived as involving calculation and thus constituting a theme where institutionalist thinking comes closest to the resource dependence perspective (Scott, 1995; Tolbert & Zucker, 1996). Otherwise, organizational action is not driven by calculation but by concerns for gaining legitimacy and obtaining the support of external parties (Meyer & Rowan, 1977). Indeed, organizations tend to decouple their administrative structure from operational work, the former creating some kind of a facade with features that appear appropriate in view of social and cultural expectations (Meyer & Rowan, 1977). Likewise, structures and practices within organizations could also be decoupled from functional considerations, as they become normatively valued or taken for granted, thus gaining a symbolic and unquestioned character. These arguments have been tempered, however, by distinguishing between organizations that operate under stronger institutional environments as opposed to those where technical and market pressures are more pronounced. This distinction has been accompanied by the claim that institutionalist accounts are likely to be more relevant in contexts where evaluations of organizational effectiveness are more difficult (e.g., Meyer, Scott & Deal, 1992).

Despite such concessions, in substantive terms, institutional theory developed as a challenge to both functionalist and interest-based explanations of organizational phenomena. It also involved some degree of, or perhaps held potential for, deviation from the two central footings of organization theory. The passive view of organizations and the accompanying implicit image of managers as constrained in their reactions were not radically different from the picture offered by the resource dependence or the contingency perspective. However, the institutionalist approach, notably in its earlier stages of development, had a different tenor in that its central concerns were not framed in managerialist terms. Institutionalist work displayed little in the way of offering models that would also serve to help managers in solving problems, except perhaps indirectly by heightening awareness of institutional effects. However, more recent turns towards challenging the passivity of organizations in institutionalist thinking and attempting to accommodate strategic actions against institutional pressures (Oliver, 1991) or exploring diversity and its links to performance (Kondra & Hinings, 1998) may be setting the basis for developing the managerialist potential of the approach (e.g., McKinley, Sanchez & Schick, 1995). Moreover, although not in deed, but rather in promise, neoinstitutionalism in organizational analysis also holds potential for sway towards subjectivism. Indeed, realist and constructivist ontologies have been noted as constituting one of the major fault lines in present-day institutionalist theorizing (Scott, 1995), although more of the research to date has pursued the former line of
reasoning and assumptions (Donaldson, 1995). Greater interest more recently in studying the role of human agency in responses to institutional pressures and the construction of institutions (Scott, 1995) is accompanied by calls for employing a broader variety of methodologies without relinquishing the use of more conventional methods (Tolbert & Zucker, 1996). In terms of research practice, institutionalist theory and empirical inquiry continues to remain broadly within the traditional model of science.

**Organizational Ecology**

An important distinctive feature of the neoinstitutional perspective compared to resource dependence and contingency theories has been to extend analysis beyond organizations to a higher level by introducing the notion of organizational field. Population ecology, the third influential research programme emanating in North America in the latter part of the 1970s, has done the same but by focusing on another unit of analysis, namely, populations of organizations. Like contingency, resource dependence and institutionalist views, the population ecology (or as it is often labelled more lately, the organizational ecology) perspective also attributes primacy to environmental factors. In doing so, however, it differs in two key and interrelated respects. First, the population ecology perspective begins with the question, ‘Why are there so many kinds of organizations?’ (Hannan & Freeman, 1977; 936) and proceeds to suggest that diversity portrays itself as the existence of different organizational forms or as the biological analogy would have it, different species. Organizations of the same form at points in time and circumscribed by social or political boundaries (nations, for example) constitute populations. Organizations possessing the same form and thus operating in similar environmental conditions are subject to common forces shaping their shared destiny. Thus there is the need to focus on the population rather than the organization level of analysis. Secondly, change, according to population ecology, occurs not as a result of attempts on the part of individual organizations to adapt but rather through processes of environmental selection operating upon populations.

The central notions and themes of the population ecology perspective derive from these fundamental tenets. Populations are considered as made up of organizations of the same form, in other words, organizations that have similar activities and recourse to similar resources, thus sharing the same portion of the environment or niche. In relatively more specific terms, organizational form refers to the core features of organizations that include mission, forms of authority, basic technology, and marketing strategy (Hannan & Freeman, 1989).

Very much like animal and plant life, survival of a particular organizational form or population depends on the availability of resources in the environment. Moreover, populations do not exist in isolation and can have overlapping niches leading to interpopulation competition. So both resource availability and variability and competition can serve as a source of organizational change. Those forms or populations that are fit survive and prosper, while those that are not disappear.

What happens within populations also matters, however, the key elements being density (the number of organizations in a population) and the carrying capacity (the level of resources in the environmental niche), both at particular moments in time. These states are postulated to affect vital rates in populations, namely, the rates of organizational births and deaths, a major preoccupation of empirical work in the population ecology tradition. Research on a variety of business and nonbusiness populations has provided evidence in support of the density-dependence argument in explaining the evolution of populations over time. Density has been argued to affect the processes of legitimation, referring to the acceptance of a particular form without much questioning, and competition for resources, which in turn determine founding and mortality rates. The relationship of population density to both rates is curvilinear but takes different forms. Increasing density leads to higher founding rates due to greater legitimacy that follows but then begins to fall with greater competition induced by higher levels of density and reduced legitimation effects of higher numbers of the same form. Mortality rates follow a U-shaped curve in that they are high in the early stages of population growth due to resource acquisition problems arising from a lack of legitimacy and tend to fall as the form gains increasing legitimation to rise again as intensified competition overrides decreasing legitimation effects.

Incorporating organizational level variables into the analysis of organizational failures has extended the confinement of the density dependence argument to population level phenomena. Distinction is introduced between organizations with specialist (targeting a narrow range of clientele) and generalist (middle of the road) strategies. Likewise, organizational environments are distinguished in terms of the levels of uncertainty and whether they are fine grained (with smaller scale but frequent variations) or coarse grained (with larger but less frequent variability) (Hannan & Freeman, 1977). These distinctions have brought population ecology nearer to and into a confrontation with the structural contingency theory. Organizational age and size are also considered, leading to claims about the liability (higher degree of vulnerability) due to newness and smallness. Empirical evidence on age and size dependence is sketchy and has led to alternative formulations like liability of adolescence (Bruderl &
Schussler, 1990) and obsolescence (Barron, West & Hannan, 1994). They are, however, key ideas for the population ecology perspective, as they are related to the central assumptions of reliability and accountability as guarantors of organizational existence and survival. Reliability refers to consistency in performance and accountability to the capacity of organizations to produce rational justifications for their actions. Age and size are reliability and accountability enhancing and therefore contribute positively to survival chances.

Age and size also enhance structural inertia, the tendency to stay away from or the incapacity to change. The structural inertia theme leads to another set of central claims of the population ecology perspective, that organizations cannot easily engage in adaptive change, and that change, especially in core features, may be survival threatening. Thus, changes at the organizational level have less impact on the organizational panorama than do population level changes through births and deaths (Hannan & Freeman, 1984). Organizations have inertial tendencies because reliability and accountability require stability, repetitiveness and standardization. The structural inertia argument also draws upon other organizational theories, activating power and institutionalization themes. That is also why older and larger organizations are likely to be more inert. There are also differences, the argument goes, between core and peripheral characteristics, the former being essentially resistant to change. Indeed, it is when core features are altered that change may become hazardous, as accrued advantages are being given up and the vulnerability arising from newness sets in again. Thus, although the intentions may be there on the part of managers, change becomes difficult both because of internal and external constraints and because those organizations that do attempt core change may disappear on the way. Therefore significant change at the more aggregate levels comes about from replacement of forms and the emergence of new ones rather than the transformation of individual organizations. These ideas have been most controversial not only because they favour a selection as opposed to the much more common adaptive view of organizational change, but also because they allow little room for purposeful managerial action for creating change of any significance that could improve survival chances of organizations. The empirical evidence behind the structural inertia argument is much less robust than that on the density dependence theme and there are now calls for reconciling selection and adaptation views (Baum, 1996).

In the terms of the two footings of post-1960 organization theory, science and managerialism, the population ecology perspective proved to be the zenith of the scientistic orientation both in its strive for generality and methodological sophistication. Although there have been criticisms of ambiguities in some of the central concepts like organizational form (e.g., Donaldson, 1995), the perspective has moved along a normal science route with repetitive tests of the same theoretical arguments and dealing with new puzzles that arose during the process (Pfeffer, 1993). The thrust, however, has been theoretical. Not only has the perspective been labelled ‘antimanagement’ because of its incapacitated image of managers (Donaldson, 1995), but there has also been little explicit concern during its evolution with the help it can provide to management, other than perhaps sensitizing them to constraints and extraneous influences on their actions. Only more recently can one observe a managerialist turn in attempts to make the perspective more accessible to nontechnical readers (e.g., Carroll & Hannan, 1995) and possibly a concomitant orientation towards further consideration of adaptive possibilities within a selection framework.

The latter part of the 1970s did not only bring the sociologically orientated advances and the accompanying strains that have been reviewed. It also brought at roughly the same time the beginnings of the challenge from an economical view of organizations. Indeed, as it picked up, the economic perspective was not only proving to be a challenge to the dominant sociological approach, but began to be perceived as a threat to the identity of the discipline (Pfeffer, 1993, 1997). The discipline was being claimed, this time, for economics.

**ECONOMICS TURNS TO STUDYING ORGANIZATIONS**

The economical view of organizations, or ‘organizational economics’ (the oft-used label nowadays), claims an intellectual heritage that goes back to Coase’s (1937) famous question, ‘Why do firms exist?’, which problematized why not all economic transactions take place within markets and that some are managed within firms. In contrast to conventional neoclassical economics that essentially neglected firms and what happened within them, the neoinstitutional economics which was to develop in the footsteps of Coase involved a turn towards the assumption that the way firms were designed mattered for economic analysis and prediction. This turn was soon to make a powerful impact on both organization theory and strategic management. Of the variety of economics-based perspectives that have been considered under the rubric of ‘organizational economics’ (Barney & Hesterly, 1996), the infiltration of neo-institutionalist economics into organization theory has occurred essentially through two theoretical streams, namely, transaction cost economics and agency theory.
The Transaction Cost Framework

Transaction cost theory, as formalized by Williamson (1975), was built on Coase’s (1937) insightful question but also drew upon behavioural theories of the firm (Simon, 1947; Cyert & March, 1963). The central problem for transaction cost theory is how economic exchanges are governed. The unit of analysis therefore is the transaction, the nature of which and thus the costs that it generates shape the governance mechanism through which it is managed. Markets and hierarchies (or firms) are the two fundamental alternative mechanisms of governance, where the former refers to exchanges taking place among independent actors in the market and the latter to the internalization of the exchange within firm boundaries. Choice of governance mechanism depends on which of the two forms minimize transaction costs incurred to initiate, conclude, and monitor the exchange. Transaction costs exist in the first place because of two essential characteristics of human beings, their bounded rationality and opportunism. With these two assumptions transaction cost theorizing departs from standard neoclassical economic analysis. Humans are not treated as perfectly rational, but only limitedly so because of their information-processing capabilities. The notion of opportunism, on the other hand, goes beyond interest maximization to include malfeasance, not a characteristic attributed to all humans but to some, some of the time, sufficient threat, however, to take safeguarding measures in carrying out exchanges. In combination with these features two sets of conditions, the uncertainty surrounding the exchange (both environmental and behavioural) and the degree of exchange specific investments determine the level of transactions costs. Based on these fundamental ideas, the transaction cost perspective has been employed to address organizational issues like boundary problems and hybrid forms of exchange (e.g., strategic alliances, joint ventures, vertical integration) and internal design (e.g., the multidivisional firm).

Agency Theory

The companion agency theory has been concerned primarily with problems of monitoring within organizations and their relationships with external stakeholders. The central problem of agency theory emanates from the relationship or ‘contract’ between a ‘principal’ who delegates an activity to an ‘agent’ (Jensen & Meckling, 1976). Agency theory essentially shares with the transaction cost perspective the same assumptions about human beings and adds risk aversion as another central human feature. Given these assumptions the potential problems in an agency relationship are twofold. One of these refers to the possibility of divergence between the goals or interests of the principal and the agent and the second to differences in risk preferences (Eisenhardt, 1989). The problem is compounded by information asymmetry in that the principal may have limited information on how the agent is performing and obtaining information to that effect involves costs. To ensure that the interests of principals are served solutions need to be devised to deal with these agency problems. The key concern then is finding the most efficient form of governing the principal – agent relationship. Essentially, the mechanisms available to principals are monitoring and bonding arrangements (Barney & Hesterly, 1996). Monitoring refers to the surveillance of agents and can take the form of behavioural or output control. Bonding, on the other hand, involves incentive arrangements rewarding work in line with the interests of the principal.

As the unit of analysis is the relationship or the contract, agency theory is considered as applicable to a wide range of intra- and interorganizational phenomena that approximates the situation where one party acts on behalf of another. Indeed, agency theory leads to a conceptualization of organizations not as entities but as a ‘nexus … of contracting relationships’ (Jensen & Meckling, 1976: 310). Although initial work in the agency theory stream began by a focus on the relationships between stockholders and managers (Jensen & Meckling, 1976), over time it has extended to a wider range of phenomena like managerial compensation, board structures, diversification, acquisitions, and vertical integration (Eisenhardt, 1989).

Reactions to the Economistic Intrusion

The penetration of economistic approaches to organizational analysis has met with mixed reactions. Their presentation to and promotion within the field has been accompanied by the emphasis on their revolutionary potential in providing a new and rich theoretical foundation that has been lacking (e.g., Jensen & Meckling, 1976). Positive reactions have noted the new ways of thinking and understanding that have been brought in (e.g., Hesterly, Liebeskind & Zenger, 1990; Eisenhardt, 1989; Carroll, Spiller & Teece, 1999) and the potential for cross-fertilization (Barney & Hesterly, 1996) and complementarity with sociologically orientated perspectives in organization theory (Eisenhardt, 1989; Carroll et al., 1999). Others, however, have found the encroachment of economics troublesome, indeed as flawed (Donaldson, 1995; Ghoshal & Moran, 1996) and even dangerous for the field (Perrow, 1986; Pfeffer, 1997). Supporting these concerns, Üsdiken and Pasadeos (1999) have found that in the post-1980 period, empirical work published in two leading US-based journals
(Administrative Science Quarterly (ASQ) and Academy of Management Journal (AMJ)) was increasingly informed by theories based on economic thinking. Indeed, the infusion of economics and the increasing popularity that it appears to enjoy, leading to the kind of predictions that ‘… the end result will be a coalescing of economics and organization theory’ (Hesterly et al., 1990: 416) constitutes now another major strain that revolves around the character and identity that the field has gained, notably in the USA, as it developed, after the settlement in the 1970s, on its sociological and practical roots.

The arguments for distancing from economics rest on a number of premises. For one, there is disenchantment with the degree to which treating organizations as markets (indeed as ‘simply legal fictions’ – Jensen & Meckling, 1976: 310), and action as rationally driven and guided by the criterion of economic efficiency offers an adequate basis for understanding and explaining organizational phenomena. Secondly, there have been concerns, albeit in opposing ways, about the managerialism of organizational economics. On the one hand, attention has been drawn to the inherently conservative and one-sided nature of economic thinking brought into organizational analysis (Perrow, 1986) as well as its conformity with neoliberal ideologies currently in vogue in the international scene (Buğra & Üsdiken, 1997). Alternatively, there have been strong doubts about the usefulness of transaction cost and agency theories as guides to practice (Ghoshal & Moran, 1996; Nilakant & Rao, 1994). Finally, fears have been expressed because of the ‘imperialistic’ (Hirshleifer, 1986) tendencies of economics and the threat of invasion as it were, especially given the present fragmented state of organization theory (Pfeffer, 1993, 1997).

In a sense the entry of economics can be considered as a further step in the scientization project of organization theory, formal modelling supplementing or replacing ‘informal theories’ in investigating at least some aspects of organizational life (Gibbons, 1999). In a different sense, the strain that has emerged is similar to the tension of some 30 years ago between organizational behaviour and organization theory, drawing, as they did, on psychologically as opposed to sociologically informed views. It is similar as it has to do with disciplinary bases, but also because it has to do with the problem of unit of analysis or the value of studying organizations in their totality (Freeman, 1999). Important as it is, economics has not been the only challenger to more conventional predominantly US-based visions of organization theory as it has developed over the last two decades. Divergence that was even more fundamental was also developing not primarily on home ground but further afield, proliferating by building and adding on or opposing the ‘unorthodox’ or ‘critical’ views of the 1970s.

**ADVANCES IN NONPOSITIVIST AND NONMANAGERIALIST DIRECTIONS**

As were the newer sociological and economics-orientated approaches influential in shaping the course of organization theory in and dissipating from the USA, so was Burrell and Morgan’s (1979) introduction of the notion of paradigm and their cataloguing of different ways of studying organizations, but much more so outside the USA. Burrell and Morgan (1979) not only provided a framework for locating work that was already emerging and stood in some kind of opposition to what was being shaped at the time as organization theory, but also offered a background for debating paradigms and the possibility of interparadigm dialogue. Together with changes in this period in the international sociopolitical and economic scene and emerging intellectual currents, this was to make theorizing on organizations take, from early 1980s onwards, a very different turn, albeit limited largely to the UK, parts of Europe, and other English-speaking regions.

**The Interpretive and Radical Positions**

As observed by Willmott (1990) post-Burrell and Morgan (1979) impetus moved initially in two main directions, namely, the ‘interpretive’ and the ‘radical’. Of these the former strand diverged, extending Silverman’s (1970) action frame of reference, in opposing positivist methodology and took the direction of being driven by ethnomethodology and phenomenology. These currents are characterized first by a denial of the existence of organizations as a concrete object, problematizing therefore notions like structure which are typically dealt within organization theory (Burrell & Morgan, 1979; Hassard, 1990). The concern is not with generating generalized theory but ideographic accounts that are geared towards depicting everyday life from the perspective of those who are involved rather than that of an outsider observer. The subjectivism of the interpretive approach leads to the focus on the sensuality of and meanings attached to actions and their interpretation by actors. So organizations are conceived not as, or having structures, but rather as processes continuously made or remade by the practices and social constructions of individuals. What their study can offer, through fieldwork, is not theories or explanations but descriptions of ordinary interpretations. Accumulating knowledge would be possible by insights that can be gained through comparisons (Deetz, 1996). Moving beyond earlier ‘landmark’ studies (Hassard, 1990: 101), interpretive work was fuelled with the expanding attention in the 1980s to organizational culture both in more popular managerialist writings and in academic circles (Deetz, 1996). The culturist movement as developed by both these
groups involved a shift away from the focus and/or the expectation of effective solutions from the technical and rational towards the symbolic in organizational life. Treatments of culture differed (Smirchich, 1983) and for the interpretively inclined, culture served as a root metaphor; studying culture involved investigating meanings and interpretations that dominated or diverged across the organization (Turner, 1990). Although work in the interpretive tradition has been, for example, in opposition to instrumentalist or harmony-based views of culture found in popular management texts, there has not necessarily been an explicit antimanagerialist position or denial of managerial relevance. What the interpretive approaches essentially took issue with were the realist ontological assumptions and quantitative methodologies prevalent in studies that adhered to the natural science model.

The ‘radical’ in organization studies that was making itself apparent in the 1970s, involved two strands, what Burrell and Morgan (1979) labelled as the ‘structuralist’ and ‘humanist’ versions, though it was the former that was more pronounced in the 1970s and 1980s, as was the distinction. The structuralist critique was essentially based on Marxist thinking, though approaches characterized as radical Weberianism have also constituted a variant (Burrell & Morgan, 1979). Both lines of thinking have been concerned with unravelling managerial strategies of control over productive activity, located as they are within broader structures of power within societies. The radical Weberian variant has focussed on the bureaucratic form of organization as an instrument of domination, the issue of power being a central concern (e.g., Perrow, 1986). The Marxist tradition can be distinguished by a more specific concern with the labour process within capitalist societies and an explicit political agenda. A central premise has been that within the labour process there is a fundamental conflict of interest between management (and owners) and workers. The focus of theorizing and empirical work has therefore been on management control and forms of worker resistance. Earlier formulations have envisaged increasingly tighter control over employees, while later work has been more sensitive to the portfolio of control strategies available to managers and the variations at the organizational level distinguishing, for example, between direct control and commitment generating mechanisms granting more autonomy to workers (Reed, 1992). The labour process theory has also been more lately criticized for being overly rational and formalistic and therefore not being able to accommodate contradictions and choice (Reed, 1990). In any case, radical structuralism, especially its Marxian variant, engaged primarily with what had come to be regarded as the inherent managerialism of organization theory. The latter tended to frame problems and define issues within managerialist terms, whereas the structuralist critique and the knowledge produced thereof was arguably geared towards those that were disadvantaged in organizational relations.

The Marxian approach began to lose its impetus in the 1990s, due both, it would seem, to economic developments in advanced capitalist societies like the retreat of the working class and to the transformation of political and economic orders in Eastern Europe. The humanist version, on the other hand, considered nascent at the time by Burrell and Morgan (1979) has now become the critical voice, the more dominant of the radical positions (Deetz, 1996). For Burrell and Morgan (1979), radical humanism was the most antithetical approach to the functionalism of organization theory, as it stood opposed to both concerns with regulation and objectivism in social science. It was essentially ‘anti-organization’ theory (Burrell & Morgan, 1979: 310). The work representing this line of thinking, now considered under the umbrella term critical, does have affinity to radical structuralism in that its primary engagement is with domination in organizations and society at large. It is, however, distinct in a number of important ways (Alvesson and Deetz, 1996). First, the emphasis is on social constructions, on how they become naturalized and serve to prevent other constructions from being considered. Secondly, addressing the issue of domination and control and critiques of ideology do not only relate to class differences but involve all groups of employees within organizations. Third, as Alvesson and Deetz (1996: 198) put it “… critical theory, compared to Marxism, is not anti-management per se’ (emphasis omitted) and can produce managerially useful knowledge. It can do so because, although management is considered as an institutionalized form of domination, a critical view can be sensitizing to the ‘dark’ side of organizational and managerial action. More is on offer, of course, for those who have been ‘objectified’ and who consent by being subjected to constructions favouring certain interests and to distorted communications. In that sense, critical approaches also have a political agenda, indeed very strong in moral and ethical terms, but represent a reformist stance (Deetz, 1996).

The Postmodern Turn

Towards the end of 1980s, the organization literature began to see early examples of the encounter with postmodernism (e.g., Cooper & Burrell, 1988), as yet another way of approaching managerial and organizational phenomena. The primary engagement of the postmodern is with modernity, its ways of organizing and ways of knowing. Modernity as an epoch involved the transition from traditional and preindustrial society to industrial capitalism, generating new institutions and transforming the nature of social relations. With its roots in the Enlightenment, modernism privileged reason and
science as the only legitimate and valid means of knowledge production. For the postmodernist, not only has the modernist project, despite significant material advances in developed industrial societies, failed but it has been the source of many ills as it ran its course (Marsden & Townley, 1996). The notion of ‘post-modern’ (with a hyphen; Parker, 1992) has been employed to denote a new epoch, a fundamentally different set of conditions characterized by, for example, globalization, faster change in (particularly information) technology, and increasing differentiation of markets (Hatch, 1997). Postmodernism, however, owes its influence as an approach or philosophy, rather than as a characterization of a new epoch succeeding modernity. As a view (or rather a set of views), it sets itself apart by being against any kind of grand theory (including for example, Marxism), indeed any kind of general theory. Knowing is local and specific, as is knowledge about organizations (Marsden & Townley, 1996). Knowledge and expertise are treated not as neutral, the argument being that claims to expertise serve as tools of domination. Like critical perspectives there is an overall engagement with domination and power differentials and the fundamental premise is again that social reality is a construction. Postmodernism goes beyond critical approaches by turning attention to the role of discourse and language in the social construction process (Deetz, 1996). The postmodern also denies any essential features to humans, claiming that it is the discursive context that shapes identities. As humans are subject to a variety of discourses, especially in contexts where there are, as in present-day conditions, high levels of ambiguity, identities are more likely to be fragmented (Alvesson & Deetz, 1996). Individuals are thus denied the sovereignty and autonomy granted to them in modernist thinking (Willmott, 1994). A relativist position accompanies, in that according to postmodernists there can be no basis for claims to truth or universal criteria for comparing or judging the worth of different knowledge claims (Jackson & Carter, 1991). As the world, and for that matter the world of organizations is seen as text, then there is not much that social science can do and research can only usefully draw upon modes like discourse and rhetorical analysis and literary criticism. Postmodernism also differs from critical perspectives in that there is no political agenda, other than representing the voice of the marginal and the suppressed, and can in its writing become satiric and puzzling (e.g., Alvesson, 1995; Burrell, 1997).

The Search for a ‘New’ Theory of Organization

The views and themes reviewed in this section stand in different ways in stark contrast to those discussed in the previous two. The suggestion is not that they present a uniform picture as they are also divided by many differences. Very much like the perspectives that have come to be regarded from the outside as more conventional, the ‘contra’ views (Marsden & Townley, 1996) have also experienced change as some have lost ground and newer positions have emerged. This becomes apparent, for example, in Deetz’s (1996) revision of the Burrell and Morgan (1979) typology, where Marxian approaches become relegated to a subset of the critical position while space is opened as a new box for the postmodern. What all these, albeit different, views do share, however, is the orientation towards a ‘new’ approach to organization theory (Willmott, 1995; Hassard & Parker, 1994). Although there are different versions of what the ‘new’ can be, very broadly it entails a position that goes against both footings of more conventional US-led organization theorizing, an aspiration for a field of study that can be characterized as nonpositivist and nonmanagerialist (Watson, 1994). Again views vary but there is a largely shared scepticism about the traditional model of science, its claims to universality and value-free analysis as well as its preoccupations with causality, prediction, model testing, and quantitative methodologies. There is also the aspiration to redeem the study of organizational phenomena from narrower managerialist concerns by turning it into a scholarly or rather, an intellectual enterprise that engages with the human, the ethical, the aesthetic, and the spiritual in organizations (e.g., Zald, 1993; Strati, 1999; Tsoukas & Cummings, 1997). There are now claims to a rich and voluminous literature (Alvesson & Deetz, 1996) and to a momentum in these directions that cannot be ignored (Clegg & Hardy, 1996). However, as some proponents would also acknowledge (e.g., Burrell, 1996; Chia, 1995), recent penetration of these ideas and agendas into the core still appears to be not all that different (Üsdiken & Pasadeos, 1999) from what Aldrich (1988) observed over 10 years ago. There does appear to be a sizeably larger group of adherents (Astley, 1985), however, to justify the claim at the beginning of the chapter that these projects represent significant and fundamental divisions on the purpose and conduct of organization studies.

ORGANIZATION THEORY: ITS PRESENT AND POSSIBLE FUTURES

As the review and the discussion in this chapter must have shown, if there would be one point of agreement among organization scholars of different persuasions it would be around the observation that organization theory is currently in a state of fragmentation, although there would still be disagreement in the way extant pluralism is described let
alone how it can be accounted for and what needs to be done about it. This chapter has argued that the divisions at one level are of a more fundamental nature going to the heart of the matter as it were, the identity of the field and what it can (and should) hope to achieve. There are then divergences among neighbouring views within similar orientations, some of which, however, go beyond friendly critiques.

Searching for Ways of Living or Dealing with Pluralism in Organization Theorizing

The reaction to growing pluralism in organization theory over the last two decades was based on two different interpretations and descriptions of what was taking place. On the one hand, there was the description prevalent in Europe, inspired very much by Burrell and Morgan’s (1979) book, recognizing the ‘alternatives’ to what was labelled as functionalist scientistic orthodoxy and identifying the metatheoretical assumptions on how they differed from the latter and from one another. The emphasis on alternatives widened the range of views that were considered as party to fragmentation in the field. What it also did was to encourage questions related to the fundamentals of what was being examined, namely management and organizations, thus contributing to the extension of the boundaries of the field, drawing in and attempting to establish links with social theory and philosophy. The central debate it engendered revolved around the issue of paradigm commensurability. Burrell and Morgan (1979) had offered a strong urge for paradigm closure, the argument being that in order to make their voices heard and establish their legitimacy each programme needed to develop in its own terms. The paradigm closure argument was also based on the premise that the different paradigms relied on different metatheoretical assumptions which made dialogue impossible and precluded the possibility of overarching criteria for assessing relative merits (Astley, 1985; Jackson & Carter, 1991). This argument was later complemented by another version of the multiparadigmatic position suggesting that different paradigms offered a portfolio of partial views and could be used to provide different perspectives on the same organizational phenomena (e.g., Morgan, 1986; Hassard, 1991). Such an approach, however, elicited reactions to the ease it foresaw for researchers in transgressing paradigmatic boundaries. Others (e.g., Willmott, 1990) drew attention to what they saw as contradictions in Burrell and Morgan’s (1979) demarcations and the presence of extant forms of social analysis which were geared explicitly to overcoming dualisms. Indeed, paradigm closure was criticized for allowing ‘oppressive’ organization theory and practice to continue (Willmott, 1990: 60). More lately, milder or middle-of-the-road versions of the multiparadigmatic position have also emerged referring to orientations or discourses rather than paradigms (Deetz, 1996; Kaghan & Phillips, 1998). The argument is again that demarcations are likely to be fraught with contradictions and to ignore debates and contentions within similar ways of thinking. Moreover, although rejecting the facility of moving across orientations, there is the claim that organizational analysts often draw upon the resources that are provided by more than one ‘discourse’. There have also been, even within the search for a ‘new’ theory of organization, arguments that there is now a need to move on to a postparadigmatic stage, a call, in fact, for rediscovering organizations after the preoccupation with theory and philosophy in the 1980s (Ackroyd, 1994).

Although there were early and more confined attempts towards classification of organizational perspectives (e.g., Astley & Van de Ven, 1983), it took more than a decade for the kind of debates reviewed above to reach the USA (e.g., Pfeffer, 1993; Canella & Paetzold, 1994; Van Maanen, 1995; Deetz, 1996; Eastman & Bailey, 1998). In parts of these debates and indeed more generally, the reaction in the USA to fragmentation revolved around the question of integration, the typical premise being that organization theory was showing the signs of being in a preparadigmatic stage. Unity was sought, based on the claim that fragmentation would be detrimental to the status of the discipline as well as disadvantaging the field in resource allocations and making it vulnerable to invasion by other more basic disciplines (Pfeffer, 1993). It would also limit the credibility and the capability of the discipline to offer advice to managerial audiences (McKinley & Mone, 1998). Moreover, again typically in the USA the issue of pluralism and debates around differences were confined to contingency, resource dependence, institutional, population ecology, and economistic perspectives (e.g., Carroll et al., 1999; McKinley & Mone, 1998). Debates around other perspectives which pervaded the European, primarily the UK scene, were either ignored or treated as marginal (McKinley et al., 1999). The most heated debates involved the strain between sociologically based post-1970s research programmes and the economistic intrusion (e.g., Barney, 1990; Donaldson, 1990; Gibbons, 1999; Freeman, 1999), especially in view of increasing penetration of latter approaches to organization studies (Üsdiken & Pasadeos, 1999). Otherwise the repeated desire and aspiration was and is towards paradigmatic unity either through a perspective superseding others or through more elitist (Pfeffer, 1993) or ‘democratic’ (McKinley & Mone, 1998) mechanisms of intervention. The more competitive spirit is evident in some of the ecological (e.g., Carroll, 1988) and organizational economics literature (Hesterly et al., 1990).
Attempts to synthesize different perspectives have also increasingly become popular as in the case of new labels like institutional ecology to bridge ecological and institutionalist thinking (e.g., Baum & Oliver, 1992). Other examples of searching for areas of compatibility are between institutionalist and transaction cost theories (e.g., Martinez & Dacin, 1999), institutionalism and resource dependence (e.g., Oliver, 1991), and transaction cost theory and all others (Carroll et al., 1999). Üsdiken and Pasadeos’ (1999) have provided evidence supporting these tendencies, showing that empirical papers in ASQ and AMJ in the 1990s compared to the 1980s were more likely to be based on multiple theoretical perspectives. More recently however, a more European-like debate about the purpose and ways of doing organization studies has been gaining currency in the USA too, as seen in the calls for greater tolerance to diversity of views (Van Maanen, 1995) and to normative positions (Wicks & Freeman, 1998; Eastman & Bailey, 1998).

The Relevance Issue

Both of these sets of reactions have also had to contend with the issue of relevance, a concern lurking behind academic studies of organizations since the scientization shift around the 1950s and 1960s in the USA. The last two decades have seen concerns mount with greater market pressures (Van de Ven, 1999) and the expanding competition from alternative producers of knowledge like consultants and consultancies (Abrahamson, 1996). Given the footings of the discipline alluded to since the beginning of the chapter and its location, in particular in the USA, in business schools, has led to couching the issue of relevance in managerialist terms. On the other hand, the theoretical advances made in the interim and the legitimacy that organizational studies has gained over time as a science-based endeavour call for framing research concerns in a theory-driven rather than a problem-centred fashion. Üsdiken and Pasadeos’ (1999) study does corroborate the tension in that the topics investigated in the 1990s show a greater proportion of present-day managerial concerns (like strategic alliances, joint ventures), while there are also indications that more lately there have been increases in studies justified primarily in theoretical terms.

The aspiration for building a ‘new’ theory of organization have not been immune to concerns with or pressures towards relevance either, perhaps with the exception of those with a postmodernist bent. Within the endeavours towards developing the ‘new’ theory however, the notion of relevance gains a broader meaning. It may first have to do with going beyond the bounds of philosophizing and conceptual discussion to testing ideas empirically, a call lately made to critical theorists (Thompson & McHugh, 1995) and even those with a postmodernist inclination (Alvesson & Deetz, 1996). Beyond that, especially for the critically minded theorist the audience is the managed, the oppressed in organizations. Those that are more inclined to portray an aspiration for the ‘new’ theory to penetrate into and perhaps replace present-day mainstream, do not eschew managerial relevance, criticizing purist critical theorists for ignoring managers (Clegg & Hardy, 1996). In fact, one criticism that such a programme would make of the more dominant orientations is that given their scientistic aspirations, they have failed to be managerially relevant.

Relevance for managers of the ‘new’ theory could take one or more of a number of forms. It may be more inclined to inform managers who are more on the oppressed side, the emphasis here being more on managerial resistance and choice in view of totalizing tendencies of organizations (Alvesson & Deetz, 1996). It may also have a broader appeal to all kinds of managers the argument goes, by sensitizing them to experiences of others and to ethical and environmental issues.

Looking to the Future: Organization Theorizing in the Early 21st Century

Given this fragmented state, both in a more fundamental sense and lesser differences within broader metatheoretical orientations, what does then the future hold for organization theory? Two broad conjectures will be offered. One of these concerns what in this chapter have been considered as the two footings of organization theory. As broad tendencies, organization theory is likely to move in the direction of attempting to be managerially more relevant and concurrently there will be some further degree of retreat from the traditional model of science as the way of investigating organizations. This is not to suggest that theory-driven research and empirical work geared towards hypothesis testing will quickly erode. Indeed, Üsdiken and Pasadeos (1999) have shown that the trend identified by Daft (1980) towards greater methodological rigour and sophistication in the 1960s and 1970s in US-based organizational research has continued in the 1980s and 1990s. Theoretical framing supported by hypothesis-testing empirical research now has a strong institutional basis, especially in the USA and in some other countries where it has penetrated and is not likely to give way easily to alternative orientations. There are enough signs, however, that there will be increased institutional and competitive pressures towards being more relevant, coupled with and legitimized by intellectual currents that impute new demands due to changes in ways of organizing and the context in which they are taking place (Van de Ven, 1999). Supporting these conjectures, Üsdiken and Pasadeos (1999) found that in the
1990s work published even in the *Administrative Science Quarterly*, the major US-based scholarly journal and the bastion, according to some, of positivist organization theory was showing signs of increasingly justified in managerialist terms. Again even in US-based work there are not only calls for drawing upon a richer base like ethics, humanities, arts and music (Wicks & Freeman, 1998; Zald, 1993; Hassard & Holliday, 1998; Meyer, Frost & Weick, 1998), but also indications, as in the invitation in the call for the Academy of Management meeting in the year 2000 for submissions in the form of art and poetry, that alternative forms of presentation are likely to gain increasing legitimacy.

The second conjecture relates to the way present-day fragmentation may unfold given these broad tendencies. The central premise advanced here is that in line with the times and times that lie ahead in the foreseeable future there will be more integration and disintegration occurring at the same time. Integration can be expected along a number of realms and directions. Advances are likely to be made in bridging and building on the complementarities of now competing perspectives within broadly similar orientations and indeed to some degree perhaps across more fundamental divisions. Now important debates around, for example, adaptation versus selection, efficiency versus power, resources versus institutions, agency versus structure would be attracting more research attention and would be prone to new advances. Stronger alliances are likely to foster across regions, primarily between the USA and Europe, now considerably underpinning the fundamental divisions in the field. This is likely to occur as exporting of traditions from the latter to the former increases pace and offers possibilities for expanding partnerships. These alliances would be expected to build upon paradigmatic allegiances and lead over time to more balanced representations in now the more active research producing parts of the world, disseminating in time to other parts. This will serve, on the other hand, to maintain fundamental differences essentially around the way of doing organizational analysis. Indeed, one could also predict that the conduct of organizational analysis would be opening up new tensions as, for example, the formalism of economics increasingly penetrates the field. It is even foreseeable that, like the separation that occurred between organizational behaviour and organization theory some 30 or so years ago, a demarcation between organizational economics and organizational sociology or the subdivisions of the latter may become stronger. It may then, dare one say, become more difficult for ‘organization theory’ to claim a separate identity, apart from a part in management textbooks that continues to include the output of structural contingency theory. It is also foreseeable that a looser ‘integration’, or ‘confederation’ rather, under the rubric of ‘organization studies’ (some may still hope ‘organization science’) can emerge, accompanied by the recognition and the establishment of distinct traditions and disciplinary bases. What this may also bring is, akin to economics and to some degree to organization behaviour, a new division of labour among approaches with respect to their ‘comparative advantage’ to address certain sets of questions. Such a domain allocation does not appear to be in sight, but may well be the only way for a more tranquil coexistence among different viewpoints, at least among those that share metatheoretical assumptions.
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INTRODUCTION
Organizational culture and climate comprise cognate sets of attitudes, values, and practices that characterize the members of a particular organization. As such, these constructs have occupied an important place in the industrial and organizational psychology literature in one form or another since the pioneering work of Lewin (1948, 1951). In this chapter, we will present a review of these constructs, largely based upon the contents of the *Handbook of Organizational Culture and Climate* (HOCC), a compendium of contemporary articles on this topic edited by Ashkanasy, Wilderom and Peterson (2000a). The *HOCC* presents a variety of contemporary views on organizational climate and culture, but takes a largely psychological point-of-view, rather than the more traditional sociological and anthropological perspectives, although these not ignored. Our view is also ostensibly distinct from the more postmodern perspective as represented, for example, in the *Handbook of Organization Studies* (Clegg, Hardy & Nord, 1996).

Of course, one of the distinguishing features of organizational culture and climate is the way that these constructs encompass a diversity of scholarly traditions, including anthropology, sociology, psychology, and management science. In the introduction to the *HOCC*, Ashkanasy, Wilderom and Peterson (2000b) make the point that each of these disciplines has brought its own paradigms and perspectives to bear on what is intrinsically a complex and ambiguous topic (see also Meyerson, 1991). In the end, however, organizational culture and climate provide windows on organizational life that transcend any one discipline or any particular organization. In this sense, constructs like shared attitudes, values, and meanings enable us to present a more encompassing picture than can be represented by transactions and behaviors alone.
Before proceeding further, it is important to note that the terms 'culture' and 'climate' are frequently and erroneously used interchangeably in the organizational literature. Denison (1996), however, has pointed out that they represent distinguishable perspectives, and that they are derived from different ontological traditions. He differentiated the two concepts by noting that culture refers to deeply embedded values and assumptions, while climate refers to consciously perceived environmental factors subject to organizational control. In this chapter, we recognize the differentiation between culture and climate, but nonetheless conclude that the two constructs are overlapping and complementary.

We begin our review with a look at the historical development of organizational climate and culture, rooted in the fields of the psychology and sociology of attitudes, and the anthropology of societies. The construct of organizational climate historically predated organizational culture by some 25 years, and is a derivative of Lewin’s (1948, 1951) field theory. As such, organizational climate is linked to the Gestalt psychology of perception. Lewin and his colleagues were interested in the elements of field theory and roles in social processes. In this respect, field theory was limited to aspects of an organization that most needed to understand a particular individual or group phenomenon within a given organizational context. Thus, Lewin and his colleagues (Lewin, Lippitt & White, 1939) coined the term ‘climate’ to describe the attitudes, feelings, and social processes of organizations. Climate in this view fell into three major and well-known categories: autocratic, democratic, and laissez-faire.

Rensis Likert inherited Lewin’s legacy, inventing the Likert scale for measuring attitudes and developing the System 4 view of effective management (Likert, 1961). In this respect, Likert’s intention was to develop measures to enable the study of a concept of organizational climate that could neither be known personally nor created artificially. Largely as a result of his advocacy, the use of surveys was the dominant way in which students of organizational climate in the 1960s and 70s described social processes within organizations.

Although James and McIntyre (1996) argue for a general factor of climate, Schneider (1975) has promulgated the view that a focus on a single climate, usually relating to social or employee well-being, has limited the potential of the construct. Schneider posits that organizations simultaneously maintain numerous climates. In the HOCC, Schneider and his colleagues (Schneider, Bowen, Ehrhart & Holcombe, 2000) deal specifically with the phenomenon of ‘climate for service’ but argue more generally that the principles they develop serve as a model for other applications of the organizational climate perspective. In particular, climate is presented as shared subjective experiences of organizational members that have important consequences for organizational functioning and effectiveness.

By the 1970s, however, many in the field felt that the organizational context within which managers take specific actions is at best only roughly approximated by what the culture construct and its associated surveys can represent (see Reichers & Schneider, 1990). As a result, organizational culture came into prominence. Culture had traditionally been in the domain of anthropology. Thus, the new emphasis on culture brought into organization studies ways of thinking holistically about systems of meaning, values, and actions derived from anthropology. The early organizational culture researchers advocated working from direct experience within an organization and relied largely on inductive intuition to describe an organization’s culture. As such, this tradition drew heavily on the ethnographic tradition in cultural anthropology (e.g., see Schein, 1992).

The Ashkanasy et al. (2000b) review of the anthropology literature on culture revealed three classes of climate and culture definitions, reflecting different ontologies. The first, and most common, is a structural realist ontology. In this view, organizations exist as structures that have climate and a culture. The second is based on social constructionist ontology, and places emphasis on the varying regularity in events that happen in organizations. This approach gives observers room to select which sets of events to group together into a culture, and reflects regularities they called work-related events. Finally, in the third view, organizations and culture are treated as linguistic conveniences.

Definitions of climate and culture also reflect three epistemological approaches. The first of these is the deductive approach, which emphasizes broadly applicable cultural dimensions or analytic categories. Knowledge comes from constructing these dimensions, looking to see where organizations fall, and then revising the dimensions when previously overlooked phenomena are noticed. In the second category are inductive approaches that recognize the presence of tacit elements. These tacit elements can sometimes be made explicit, but always shape the experience of specified constructs. Finally, radical approaches view the observer as not so much dispassionately interested in accuracy, but in producing constructions that reflect their own interests and experiences.

The interplay between the different paradigms (Schultz & Hatch, 1996) has been a feature of research into organizational culture and climate and will continue to be so. Thus, while many scholars argue that an ontology, epistemology, and methodology appropriate for studying whole cultures is best provided by the interpretive traditions within
anthropology, others argue that the constructs can be examined within the more traditional frameworks of psychology, based on the use of surveys and of a positivist epistemology. In this chapter, we will review a variety of approaches from the different paradigms, with a view to enlightening readers about the ongoing controversies and flow of ideas in this exciting field. Our coverage is based in a selection of the chapters in the HOCC and, following the structure of the HOCC, is presented in five sections. The first deals with the understanding of the constructs in their different forms. The second examines survey measures of culture and climate, and the nexus between culture, climate, and performance. In the third section, we look at some of the dynamic aspects of culture and climate, moving on in the fourth section to consideration of how culture and climate contribute to socialization, commitment, and careers. In the final section, we consider some of the international dimensions of culture and climate.

PERSPECTIVES ON ORGANIZATIONAL CULTURE AND CLIMATE

In this section, we deal with some of the basic perspectives on organizational culture, and consider how values and meanings are represented and communicated in organizational settings. In particular, perspectives based on meanings and values are often seen as competing approaches. Value perspectives are normally associated with a functional view of society, based on the assumption that values can be characterized by dimensions that appeal to distinct cultures, organizations, and societies. Meaning perspectives, on the other hand, do not imply the existence of value dimensions at all, and are based on an interpretive paradigm. From this perspective, value dimensions serve only to constrain artificially our understanding of cultures. While these views are ostensibly contradictory, we argue in this chapter that the two views are reconcilable and that, by viewing them as complementary, rather than as competing, we can gain a richer understanding of culture and climate in organizations.

Stackman, Pinder and Connor (2000) have provided a succinct coverage of the values perspective, and take the position that work values are a special case of personal values in general. As such, values of organizational members govern key personal decisions, especially when these decisions involve ethical issues. In this case, as Stackman and his colleagues argue, values in the workplace embody the essence of work attitudes, and therefore lie at the heart of organizational behavior. Their starting point is Rokeach’s (1968, 1973) definition of a personal value system as an ‘organization of principles and rules to help one choose between alternatives, resolve conflicts and make decisions’ (Rokeach, 1968: 160). This indicates that values are intrinsically hierarchical, so that a personal value system is conceptualized as consisting of a rank-ordering of individual values. An individual’s value system may be described as comprising a number of levels, ranging from the most explicit to the most basic. Further, Chusmir and Parker (1991) have shown that individuals have two different hierarchies of values: one for personal/family life and another for work. In this sense, values ought to be considered in sets; where particular sets of values become more or less important in guiding a person’s attitude and behavior, depending on the context. As a corollary of this, it would seem that values are malleable to the extent that the context can be changed. There is also evidence (see Rokeach & Grube, 1979) that behavioral change can be brought about by focusing on and attempting to alter an individual’s value system rather than the behavior itself. This is important, because the potential flexibility of values implies that the employer can manipulate values and behavior in ways that will increase employee uniformity and predictability, and ultimately, managerial control. This constitutes an ethical issue, because of the often widely held assumption on the part of employers that they have a right as part of the employment contract to attempt to influence the values of employees.

The propensity of management to attempt to manipulate members’ values is exacerbated when the organization’s culture is strong. In this respect, Meglino, Ravlin and Adkins (1989, 1991) define a strong organizational culture as the extent to which there is a high degree of consistency among organizational members in terms of their shared belief structures, values, and norms. Meglino and his colleagues argue that this aggregate homogeneity among the value structure of organizational actors is a source of job satisfaction, commitment, job proficiency, and long tenure of employees. A problem arises, however, when, in an attempt to engender a homogeneous workforce, employment selection choices are based on demographic characteristics such as sex, race, and age. In the latter instance, of course, such practices are unethical and, in many Western industrialized economies, unlawful.

In contrast to the values/functionalist perspective, Helms Mills and Mills (2000) take an interpretive view and apply it particularly to gendering of organizations. In this respect, they adopt Oakley’s (1972) distinction between sex (as the basic physiological differences between men and women) and gender (as culturally specific patterns of behavior that may be attached to the sexes), and argue that gender in particular has served as a basis for discrimination. Helms Mills and Mills adopt a rules- or practice-based framework that is intrinsically different from the values perspective we described above. The rules framework offers an explanation of
common action without implying a unity or pattern of beliefs, values, and learned ways of coping with experience. Rules simultaneously serve to contain differences of opinion, beliefs, and values while resulting in practices that give the appearance of unity of purpose.

Against this background, Helms Mills and Mills (2000) see culture as a heuristic to highlight holism, interconnectedness, and context for the focal issue of gendering. In particular, the distinction between sex and gender (Oakley, 1972), although not uncontested, represents a holistic approach to gender in that notions of womanhood and manhood are outcomes of a multitude of factors. These include language, attitudes, patterns of behavior, value systems, stories, rites, rituals, ceremonies, and physical artifacts. Further, this distinction has generated numerous feminist studies of the relationship between cultural milieu and gendered outcomes (e.g., Ginsberg & Tsing, 1990). Thus, through power dynamics within organizations, rules come to be established that shape meanings. Rules thus create coherence in organizational practices, regardless of variability in values or attitudes.

The rules framework proposed by Helms Mills and Mills is still a structured perspective, however. Theorists who take a symbolic or interpretivist view depart much further from the functionalist view. Rafaeli and Worline (2000) present a theme of symbols that is illustrative of interpretive theories of culture. They argue, consistent with Schein (1990), that symbols are not simple by-products of processes, but rather that they are elements that structure members’ active construction of sense, knowledge, and behavior. In this sense, symbols are visible, physical manifestations of organizations and indicators of organizational life, sensed through sight, sound, touch, and smell; and able to be experienced and used by organizational members to make meaning of their surroundings. Thus, meaning is conceptualized as a product of both internal associations and the matching of internal and external cues.

Rafaeli and Worline (2000) argue further that recognizing objects involves a process that draws on both affective and cognitive processes and is thus central to human evolution and survival. They thus construe organizational culture as a network of meanings or shared experiences and interpretations that provides members with a shared and accepted reality. Symbols provide a tangible expression of this shared reality. Therefore symbols are a bridge between organizational members and emotional and cognitive reactions. But symbols are more than this, they:

- spark feelings and help make those feelings comprehensible;
- are directly experienced and give a concrete form to what would otherwise be abstract meanings;
- reflect organizational culture, and trigger internalized values;
- provide a shared frame of reference and integrate systems of meaning throughout an organization.

Thus, as Schein (1990) also argues, symbols have a consensus-making function that allows people to make sense of the organization and to find their place within it. The symbols integrate multiple competing and potentially even conflicting systems of meaning in an organization. Symbols thus become physical manifestations of organizational life, essential for organizational members and observers to integrate their experiences into coherent systems of meaning.

In summary, the rules and symbolic perspectives described above are examples of semiotic analysis, and provide an interpretive framework. The implication here is that, in order to study an organization’s culture fully, the relevant symbols, the content conveyed by the symbols, and the rules that bind them must be uncovered, without any reference to functionalism per se. Further, the rules and symbolic perspectives imply some form of a structural or physical manifestation.

Tyrrell (2000) offers an interesting, but radically different view. He emphasizes the interpretivist perspective inherent in anthropology, but draws as well from functional views that have been the source of cultural analyses of values, based upon elements of social and evolutionary psychology. He reconsiders the concept of culture as a holistic way of understanding communities, applying a culture perspective to ‘cyber communities.’ In so doing, he considers the nature of social institutions, how they are bounded, and how they change.

In particular, Tyrrell (2000) identifies four problems in reformulating the concept of culture:

- **The concept of culture.** Culture has two separate and distinct meanings – at an organizational wide level and at levels within an organization (Trice & Beyer, 1993; Jordan, 1994).
- **The conceptualization of institutions.** Institutions can be viewed from one of two perspectives. The first is that they may only operate in specific perceptually defined territories. The second is that they are shaped by the nature of the relationship between the institutions and general community (Malinowski, 1960).
- **The definition of community.** Community is the relationship between individuals, their mutual expectations, obligations, rights, and responsibilities. Communities are thus a part of a large web of social relations that define any particular society and the relationship of one society to another (Turner, 1982).
- **Territories and sites.** Territorial contain the locations or sites in which and through which institutions, organizations, and communities operate.
Communities in this sense comprise communicative networks, and are broadly characterized along their communication lines: oral cultures, literate cultures, and digital cultures.

Based on this broad framework, Tyrrell (2000) introduces the idea of ‘culture in cyberspace.’ Cyberspace is defined in terms of dimensions of time (asynchronous vs. synchronous) and events (noninteractive vs. fully interactive), that provide a flow of experience and act as a shared basis for occupational, departmental, and work team subcultures. This flow of experience, in turn, provides the subjective, experiential basis for individual attachment to particular organizations and organizational units. These then allow for the continuing production of organization cultures. Within this context, communities supply their members with the rules to one or more games and the potential opportunity to engage in these. Communities by their very placement within larger environments will inevitably adapt culturally to their local conditions.

The final perspective that we canvass is that elucidated by Peterson and Smith (2000). Their approach offers a way out of the conflict implicit in the functional versus interpretivist division. Peterson and Smith base their conceptualization on the concept of events. They identify events as the object of the interpretation processes that occur within cultures and identify sources of meaning that can aid analysis of the way events are interpreted. Consistent with Trice and Beyer (1993), they posit that different sources of meaning can offer meanings associated with different values and, in the process of doing so, add a political element to the creation of meaning.

As an example, Peterson and Smith advance role theory (Kahn, Wolfe, Quinn, Snoek & Rosenthal, 1964; Merton, 1957) as one way at looking at meaning within the events context. In this view, role theory gives power to meanings through teleology. Thus, different role senders can take different ideological perspectives or apply the same perspective in different ways when seeking to influence the use a receiver makes of a perspective. In this sense, roles are charged with expectations, and so shape the future. Through interplay between what is actually occurring and characteristics of social actors, attention is selectively given to some events. Construction of meaning thus proceeds by linking events to existing interpretive structures. The process reaches closure as social actions modify or add to their interpretive structures and sometimes generate actions, choices, or intentions.

In this view, making a decision or taking an action is only one way to resolve an interpretive process. More often, interpretation is resolved by more subtle changes in interpretive structures. A person’s thinking or an organization’s culture may occasionally change radically but is always changing incrementally.

In summary of this section, we have presented a variety of views of organizational culture, including a values-oriented functionalist perspective, and several interpretivist perspectives, including rules-based, symbolic, anthropologic, and events-based frameworks. It is clear from this discussion that organizational culture is too complex a phenomenon to be adequately represented using only one perspective. Organizational cultures and climates encompass a complex interaction of personal and cognitive factors that require an eclectic, multidisciplinary approach to understand even a little bit. In the following sections we deal with organizational culture and climate from a principally functionalist perspective but, as will become evident, this view is tempered with a good dose of interpretivism.

MEASUREMENT AND OUTCOMES OF CULTURE AND CLIMATE

A recurrent theme throughout this chapter is that organizational culture and climate, while distinguishable, are not as distinct from each other as is commonly believed. This is especially true when it comes to measurement of the constructs. In this respect, we must show our hands as lying within the paradigmatic perspective of scientific realism and its associated objective epistemology (Lincoln & Guba, 1989). In this section, therefore, we discuss approaches to measuring culture and climate as if they are objective phenomena, subject to quantification, and associated with distinctive and measurable outcomes.

In the first instance, it is important to reiterate our earlier point that culture and climate, although theoretically distinct, overlap from a phenomenological perspective. Payne (2000) addresses directly the overlap between measures of organizational culture and climate. In particular, he shows how a questionnaire measure of ‘cultural intensity’ can be used with the collaboration of organizational members to reflect cultural integration, diversification, and fragmentation (see Martin, 1995). Payne argues further that integration and fragmentation can be described in terms of dimensions of pervasiveness, intensity, and cultural context that are unique to each organization. Measurement of culture and climate in this instance is often achieved through the use of proprietary culture surveys that make use of the company’s own history, language, myths, ceremonies, and systems.

As we noted earlier, surveys have been widely used in respect of culture and, more recently, to measure dimensions of culture. Two problems with this approach, however, are (1) the issue of levels of analysis and (2) the indeterminate structure of the constructs themselves.

In respect of level of analysis, Rousseau (1985) has identified four biases and misconceptions:
Aggregation bias. This represents the extent to which aggregation of responses artificially induces an observed outcome. For example, relationships based on aggregated responses in homogeneous groups are mathematically higher than correlations based on individual responses (Hammond, 1973).

Cross-level fallacy. This occurs when relationships at one level are inappropriately assumed to hold at other levels.

Contextual fallacies. This is a failure to take into account the effect of contextual factors on observed relationships.

Taken together, these four problems represent a central threat to the validity of survey-based measures of culture and climate. Hofstede et al. (1993), in particular, have argued that incorrect appreciation of level is a pervasive issue in survey-based research. Indeed, most of the measures outlined in this chapter are applied using simple aggregation of individual responses, although some cross-cultural authors (e.g., House et al., 1999) have developed their measures by aggregation at societal levels using the $r_{wg}$ technique advocated by James, DeMaree and Wolf (1984). Unfortunately, however, as Hofstede and his colleagues note, the issue of choosing the proper level of analysis is too often neglected.

Turning now to the dimensional structure of climate and culture measures, we find that the literature is replete with all sorts of dimensions and variants, many with unreported or doubtful psychometric properties (see Rousseau, 1990). More recently, Ashkanasy, Broadfoot and Faltus (2000) found a similar lack of consistency and rigor among extant measures. They identified two broad classification of culture measure, however: typing and profile measures. Typing measures (e.g., Cooke & Rousseau, 1988) are used to categorize organizations into specific culture ‘types.’ Profiling measures, on the other hand, provide a more detailed description of culture in terms of discrete dimensions. Ashkanasy et al., further dissect profiling surveys into three groups: effectiveness surveys, descriptive surveys, and fit profiles. Effectiveness surveys (e.g., Woodcock, 1989), attempt to identify the cultural dimensions most associated with high performance, and are the prevalent type. Descriptive instruments (e.g., Hofstede, 1980) do not attempt to evaluate the organization’s effectiveness, but still measure values. Finally, fit profiles (e.g., O’Reilly, Chatman & Caldwell, 1991) attempt to measure the level of congruence between individual and the organizational values.

Ashkanasy et al. (2000) illustrate and discuss the difficulties that they encountered in putting together a multidimensional culture measure. In their work, they assembled a multidimensional descriptive profile measure that they called the Organizational Culture Profile (OCP). The OCP encompasses 10 dimensions of culture, derived from a broad review of existing culture measures. In practice, however, Ashkanasy and his colleagues were only able to identify two factors, labeled ‘Instrumental’ and ‘Expressive.’ They discuss their findings by noting that multidimensional survey measures are most likely valuable when there is a focus on specific areas such as communications, but that broad dimensions have greater cross-situational validity.

A more widely known multi-dimensional measure of organizational culture is the Organizational Culture Inventory (OCI: Cooke & Rousseau, 1988; Cooke & Lafferty, 1994). Cooke and Szumal (2000) review the use of this instrument as a multidimensional typing tool, and conclude that it has potential to provide useful insights into key facets of organizational functioning. The OCI is used to assess 12 sets of norms that describe the thinking and behavioral styles that might be implicitly or explicitly required for people to ‘fit in’ and to ‘meet expectations’ in an organizational or subunit. The three types identified in the OCI are ‘constructive,’ ‘passive/defensive,’ and ‘aggressive/defensive’ cultures (see also Roberts, Rousseau & La Porte, 1994). Cooke and Szumal conclude that, while culture most likely impacts effectiveness, the success of an organization can also create inconsistencies between the different levels of culture and between cultures and outcomes by affecting variables such as resources and demands.

Cooke and Szumal (2000) also identify ‘culture bypass’ as an alternate dynamic that accounts for inconsistencies between values and philosophy, operating cultures, and organizational effectiveness. Culture bypass is evident when organizations adopt strategies for their operating units that produce negative cultures but are nevertheless successful. These strategies typically revolve around special resources, proprietary technologies, or standardized products that provide the organization with some type of competitive advantage. The technologies implemented and the structure and systems put into place to support them are implicitly designed to ‘bypass’ culture or its impact by directly controlling members’ behavior.

Within scientific realism, there is an assumption that constructs are not only objectively measurable, but that their effects are also measurable. In organization science, the oft-asked question is ‘Does culture or climate have measurable effects on organizational performance?’ To answer this
question, Wiley and Brooks (2000) argue that measures of organizational climate themselves provide important insights into high-performing organizations. They describe the linkage research model (Wiley, 1996) and, based on this model, extensively review published accounts linking culture measures to indicators of organizational effectiveness and performance. The linkage research model is based on employees’ descriptions of their work environment and their relative performance success, taking into account the particular characteristics of the environment, including climate and culture.

The Wiley and Brooks (2000) model is consistent with findings by Johnson (1996), who conducted a study evaluating components of climate for service against a criterion of customer satisfaction. These results showed that climate for service was significantly related to at least one facet of customer satisfaction. The most significant findings in linkage research, however, are evident in longitudinal studies. Here the linkage research model implies that leadership practices precede employee results; these precede customer results that, in turn, lead to business performance.

The question of nexus between culture and organizational performance, however, is still unresolved. Although researchers such as Denison (1990) and Kotter and Heskett (1992) have conducted extensive studies, and have claimed that there is evidence for a culture–performance link, there are still many questions unresolved. Wilderom, Glunk and Maslowski (2000), in an extensive and critical review of the evidence, conclude that problems of inconsistent and often unreliable measurement continue to cloud the picture in this important area of research. Wilderom and her colleagues argue that the inconclusiveness of the data in this respect is as much a function of the inadequacy of performance measures, than any fault with the culture measures. No one seems to argue, however, that organizational performance is not itself an abstract construct, and cannot be assessed objectively. It seems incongruent to us, therefore, that critics of organizational culture often apply just this argument to objective measures of culture. Even well-known proponents of culture, such as Deal and Kennedy (1982) and Ouchi and Jaeger (1978), equivocate on this point.

LEADERSHIP AND THE DYNAMICS OF ORGANIZATIONAL CULTURE CHANGE

Despite the elusiveness of identifiable effects of culture on organizational performance, few would find it difficult to understand the key role that culture plays in organizational transformation. In particular, organizational culture is often seen as the cause of organizational dissolution or other dramatic organizational changes such as downsizing, merger, or acquisition (Cartwright & Cooper, 1996). We argue that different types of organizational change respond differentially to different aspects of organizational culture. This clearly has important consequences for management of culture change in general, and leadership in particular.

Perhaps the most obvious and dramatic example of culture change occurs in mergers and acquisitions (M&As). Yaakov Weber (2000) deals with this from the point of view of top management teams. He argues that the interaction between politics and culture change is a major determinant of the success of M&As. In a field study, he found that turnover of managers of acquired firms was significantly greater when the cultural differences between the management team of the acquired versus acquirer was large. The ‘culture clash’ that occurs in M&As has implications for stress, attitudes, behavior, and turnover, especially of the managers and employees of the acquired company. Culture clash influences the effectiveness of postmerger integration processes, the integration of information systems, and the financial performance and shareholder value of the acquiring company (see also Ashkanasy & Holmes, 1995). Weber found also that predicted relationships between cultural fit and financial performance and turnover were moderated by the degree of ‘cultural tolerance.’

Weber’s (2000) findings appear to carry over to culture change in single organizations. In this regard, Michela and Burke (2000) argue that the success of organizational culture change depends on the degree of sophistication that top-management teams display in managing change. In particular, Michela and Burke posit that leaders need to understand the nature and management of culture and climate if they are to accomplish organizational changes associated with quality and innovation. This is based on Woods’ (1997) identification of appropriate organizational culture as a necessary precursor of quality and innovation in organizations.

According to Michela and Burke (2000), there are two forms of culture and quality. The first type they describe as traditional management: employees have job descriptions that specify their tasks explicitly. The second type, value-based management, starts with analysis of the larger processes within which work activities are embedded, such as values and norms, and relies on concepts of leadership (see Schein, 1992). Values, Michela and Burke argue, influence a wide variety of specific behaviors and, as we have noted earlier in this chapter, are central to many definitions of organizational culture (e.g., see de Geus, 1997; Hurst, 1995; Stackman et al., 2000). Under value-based management, employees are given direction not in literal terms, but in terms of objectives, goals, or desired end
states. Associated with values are norms: what organizational members do, and their shared understanding about what they are supposed to do.

Michela and Burke (2000) therefore argue that culture change within this model must be leader-driven, and that the leader must deal with the cognitive aspects of culture change, such as beliefs about the right way to go about doing things. These beliefs or schemata constitute mental frameworks or structures for identifying or understanding things, actors, events, and situations. In this respect, schemata constitute important elements of motivation and understanding culture specifically because they bind elements such as values and needs to action.

Zammuto, Gifford and Goodman (2000) argue more specifically that organizations are characterized by control-oriented managerial ideologies that are ill equipped for culture change. Ideology in this respect is defined by Beyer (1981) as a ‘relatively coherent set of beliefs that bind some people together and that explain their worlds in terms of cause and effect relations’ (pp. 166–167).

Taking this perspective, and based on the Quinn and Rohrbaugh (1983) competing values model, Zammuto and his associates argue that four content types of managerial ideologies are embedded within the larger social system, and that these ideologies constitute key elements in determining if change is to be successful. In particular, the ideological underpinnings of an organization’s culture are a major determinant of innovation outcomes. In this view, organizational ideologies that emphasize externalized coordination and control mechanisms are likely to fail at implementing such innovations (or gain efficiency benefits only). Organizational ideologies that emphasize commitment-based coordination and control mechanisms, on the other hand, are more likely to avoid implementation failure and to gain both the efficiency and flexibility benefits such innovations offer.

Hatch (2000) goes even further. She proposes a broad-based model of the dynamics of organizational culture change. Within this framework, leaders play a role in initiating change, but the role of leadership in the change process itself is less important. Hatch makes the point that organizational members throughout the organization continually remake culture on a daily basis. Thus, dependence on leadership as the only crucial factor in culture change represents an oversimplification. Hatch compares her model with the work of Weber (1947) and the theory of routinization of charisma (see also Schroder, 1992). In this theory, culture change originates in the introduction of new ideas by a charismatic leader figure, but change at the level of everyday life follows the path of routinization of this charismatic influence.

Hatch’s (2000) model integrates three levels of conceptual models: artifacts, values, and assumptions, with the concept of symbols. She identifies four processes linking these phenomena: manifestation, realization, symbolization, and interpretation (see also Schein, 1990; Ortner, 1973; Salancik & Pfeffer, 1978).

**Manifestation** occurs whenever specific values or behavioral norms are evoked perceptually, cognitively, or emotionally.

**Realization** follows manifestation only when such evocations find their expressions in outcomes or acts. Cultural values and norms then become realized in the products of culturally influenced action called artifacts.

**Symbolization** is the cultural process that links the meanings of artifacts through the recognition of personal and social significance, and is reflected in objects, acts, feelings, cognitions, or aesthetic responses.

**Interpretation** specifies meaning by locating the immediate experience associated with a symbol within the broader context of the history of cultural meanings and the geography of cultural artifacts.

Within Hatch’s (2000) model, charismatic leaders themselves become artifacts. Their importance lies in their potency relative to the artifacts that they deliberately introduce in order to alter the culture they represent and enact with their person. In this case, when looking at leadership and cultural change, leaders can encourage symbolizing activity through their own example. Thus, the symbolic perception of leaders by organizational members constructs a meaningful reality of the organization and thereby influences the course of cultural change.

An important dimension of organizational change is whether it is an ongoing process of incremental change or a single major transformation. This issue is addressed by Sathe and Davidson (2000). They point out that the transformation model is the one most commonly referred to in the change literature. Sathe and Davidson also buy into the leadership model of effective organizational culture change, and discuss the type of motivators that are needed for change to succeed, noting that cultural change is often brought about by environmental changes such as global competition.

Sathe and Davidson (2000) discuss two further issues: (1) Is there a ‘best culture’ that is associated with optimum performance and survival? (2) What are the consequences for culture change? In respect of best culture, they refer to Kotter and Heskett’s (1992) comprehensive study of this question. Kotter and Heskett concluded that strong cultures perform better financially, but only when there is an appropriate culture fit. Sathe (1985) argues in particular that stronger cultures are characterized by important assumptions that are widely shared throughout the organization, and are clearly prioritized.
In answer to the second question, Sathe and Davidson (2000) argue that the greater the strength of the culture and the larger the magnitude of the proposed change, the greater the resistance to change. In this respect, Kotter (1995) reported that, on most of the attempts at organizational change, failures were due to skipping or making mistakes at one of eight key steps:

- establishing a sense of urgency;
- forming a powerful guiding coalition;
- creating a vision;
- communicating the vision;
- empowering others to act on the vision;
- planning for and creating short-term wins;
- consolidating improvements and producing more change;
- institutionalizing new approaches.

In addition to describing phases of organizational change, it is possible to view culture change as a long-term evolutionary process. Harrison (1995) believes that there is a hierarchy of organization cultures, and that organizations gradually evolve up the levels of survival → defense → security → self-expression → transcendence. He argues further that organizations at the survival and defense levels are not amenable to culture change, since they need first to solve their operational problems.

Clearly, a key feature of adaptable organization forms is their ability to learn (Senge, 1993). One key feature of learning cultures is their tolerance for mistakes. Lawler (1996) speaks of creating a climate of continuous change through organizational experimentation and openness to learning about the positive and negative effects of particular practices. In this respect, Hurst (1995) argues further that organizations frequently mistakenly use financial indications as measures of success. Hurst points out that financial indications make people look backwards, rather than considering indicators of future success such as employee attitudes and customer satisfaction.

Finally, dealing with continuous change, Markus (2000) refers to what he calls ‘reproduction of organizational culture.’ In this scenario, the role of leaders is less pronounced than it is in the traditional model of transformational culture change. Markus concludes in particular that more knowledge on the dynamics of organizational culture provides a key to the tricky issue of culture’s persistence. Cultures are aggregates of individual beliefs, values, and assumptions that are held in common within the social unit. Individual beliefs, values, and assumptions thus become culture by being shared. Culture is reinforced through the practice of the culture itself: day-to-day interactions between organization members sharing in the culture.

In conclusion of this section, it is clear that the dynamics of culture change are complex and situationally variable. Among the literature we have discussed there is, however, general agreement on two key points. The first of these is that appropriate organizational culture is a critical element of organizational change, no matter what type of change is taking place. Thus, organizational culture plays a role in sudden change such as occurs in M&As, in rapid transformational change, and in continuous change associated with learning organizations. The second is that cultures need to be adaptable, although there is still controversy surrounding the issue of culture strength.

The role of leadership in organizational and culture change is an area that continues to be contentious. In particular, the view that cultures are somehow the creation of leadership as espoused by Schein (1992) appears to be breaking down. In this sense, there are clearly exciting prospects for future research.

**ORGANIZATIONAL CULTURE AND ITS EFFECTS ON HUMAN RESOURCE MANAGEMENT**

In this section, we relate organizational culture and climate to four human resource management (HRM) issues: attachment, commitment, socialization, and careers. The focus of this discussion is essentially on the role of individuals in organizations; how they make their way in organizations, and how they identify with and become loyal to their organizations. These are topics that are not normally dealt with in the organizational culture literature, but that we feel should be. It would seem to go without saying that HRM outcomes and processes are inextricably linked with culture, especially if culture is to have relevance for practicing managers who deal with these issues on a day-to-day basis.

**Culture, Climate, and Organizational Attachment and commitment**

Dealing first with the broad topic of organizational culture and attachment, Beyer, Hannah and Milton (2000) have identified categories of social process that contribute to attachment, such as social interaction, affective and cognitive processes, symbolic beliefs, and behavior. These categories in turn are derived from three different traditions: sociology, anthropology, and psychology.

Within the sociological domain, authors such as Homans (1950) have theorized about the influences that cause people to form and to stay in communities. In this instance, there are three possible causes. The first of these is mechanical solidarity. This effect serves to reflect community bonds based on
common beliefs, participation in collective action, and a common sense of identity and organic solidarity. These in turn reflect a form of material interdependence based on a division of labor. Homans argues that the ensuing social interaction, shared activities, and shared sentiments lead to social cohesion, a prototype of culture.

Geertz (1964), the doyen of anthropological and archaeological theories of culture, pursued a different line: ideology is a response to the inevitable and insoluble strains, conflicts, and contradictions in social life. He sees communal ideology as promoting social solidarity and knitting social groups together to create a sense of community. Anderson (1983), another anthropologist, believes that people can be tied together in an ‘imagined community’ where people never meet each other, but they share an image of their communion in their minds (see also Tyrrell, 2000).

Finally, Kelman (1958) is a representative of the psychological view. He explains social ties among individuals on three levels: (1) compliance, derived from contingent rewards; (2) identification, coming from a valued identity; and (3) internalization, based in attitude agreement. Together, these three forms of social cohesion create a degree of social exchange and attachment. Another psychological theory is that social groups are formed on the basis of intergroup attitudes, self-categorization, and identification processes (Tajfel, 1982).

According to Beyer et al. (2000), concepts underlying the study of attachment include involvement and commitment. Commitment, in particular, is closely associated with organizational culture. Becker (1960) has postulated the ‘side-bet theory of commitment,’ whereby organizational members link their extraneous interests with a consistent line of activity associated with their employment. More specifically, Porter, Steers, Mowday and Boulian (1974) define that commitment as embodying three components: (1) a belief and acceptance of the values and goals of the organization, (2) willingness to exert effort on behalf of the organization to achieve organizational goals, and (3) a strong desire to maintain organization membership. Recently, Allen and Meyer (1991) have distinguished three types of commitment: affective, continuance, and normative.

Social identity theory (SIT) goes a step further than commitment. In this instance, identification with an organization results from individuals categorizing themselves as members of organizations or of organizational subgroups, and internalizing these social categories or memberships (Ashforth & Mael, 1989). Psychological contracts (see Rousseau, 1989) constitute another form of organizational attachment. The psychological contract arises out of the notion that employees perceive mutual obligations between themselves and their employing organization (see also Schein, 1992), including both relational and transactional obligations. The final commitment is citizenship behavior (Guzzo, Noonan & Elron, 1994; Robinson, 1996; Robinson & Rousseau, 1994), where individuals’ willingness to engage in contextual behaviors is likely to vary to the extent they are attached to a social system. Thus, when organizational members are strongly attached, they may be more likely to engage in behaviors that further the interests of the organization (or organizational subgroup) to which they belong.

Within this framework, organizational culture is linked to attachment through ideologies that include the beliefs, values, and norms that an organizational members hold, together with the extent to which members interact repeatedly so that they learn the norms of the organization. In this sense, Beyer et al. (2000) assert that cultural forms foster attachment because of the need to communicate shared meanings and to encourage behavioral interaction among members of a group. These meanings, in turn, are expressed through symbols, scripted behavior, language, narratives, and practices.

Virtanen (2000) focuses more specifically on organizational commitment, but does so from an interesting perspective that sheds new light on the culture–climate debate. Virtanen asserts, consistent with Beyer et al. (2000), that commitments are instruments of climate, but posits further that commitments are the constituents of culture. He goes on to describe a model where culture is associated with emotionally driven desires, while climate is associated with utilitarian strategies.

Virtanen’s (2000) case is based on the idea that the social nature of commitment includes issues such as consistent human behavior, loyalty, and observable behavioral acts, together with perspectives of ideology, conviction, and value systems associated with commitment (see Meyer & Allen, 1997). Thus, the strength of the commitment of an organizational member is a function of norms, strategies, and desires that determine interactively the role of obligations, utilities, and emotions in each situation the member is living in. Virtanen argues, consistent with Denison (1996), that climate is more controllable than culture, while culture is more constitutive of organizations than climate. Consequently, he views the relationship of climate and commitment to be external, and the relationship of culture and commitment to be internal. Therefore, since organizational climate can be understood to cover strategies, norms, and desires of members (Allen & Meyer, 1990), commitments are instruments of climate. Organizational culture, on the other hand, derives from social identity and normality (Tajfel, 1982), so that commitments constitute culture.

Socialization and Careers

We continue our discussion of the role of culture and climate in HRM with specific focus on socialization
and careers. Major (2000) argues in particular that organizational socialization contributes to the maintenance of culture in high-performing organizations. She posits that high-performing cultures require new ways of socializing newcomers to the organization, utilizing relational processes that result in mutual growth of both newcomers and existing members. Organizational socialization practices thus can be critical for both transmitting and perpetuating organizational culture. In this sense, she defines socialization as a learning activity, where organizational newcomers learn about the organization’s culture as they make the transition from outsiders to insiders.

Major (2000), however, takes her argument a step further. She contends that, because continuous change becomes the norm (e.g., see Lawler, 1992), the rigidity of the traditional job description is becoming increasingly inconsistent with the fluidity of modern-day work. The traditional employment arrangement in which employers offer a lifetime career in the same organization in exchange for continued loyal service is essentially nonexistent today (Kanter, 1983). The new employment contract is characterized by a recognition that the employment relationship is likely to be transitory, so that both the employer and employee share responsibility for maintaining the relationship as long as it is mutually beneficial.

Socialization in this sense goes beyond the established models (e.g., Van Maanen, 1975), and takes the form of a reciprocal process that facilitates the growth of both newcomers and insiders. An especially important aspect of socialization is relational socialization, based on an interactionist view of the organization (Chatman, 1991). The relational view requires conceptualizing socialization as an individual growth process that occurs through experiences and connections with others. Therefore, relational socialization recognizes that such interaction has important ramifications in addition to newcomer learning. In this sense, the high-performing organization is able to maintain the high level of flexibility needed to meet the demands of today’s rapidly changing economic and social environment.

Gunz (2000) moves this line of reasoning one step further, and considers the relationship between culture, climate, and organizational members’ career development. He deals with this topic from an interesting and original perspective, but arrives at conclusions essentially similar to those reached by Major. In particular, he demonstrates convincingly that careers both affect and are affected by culture. Focusing on the phenomenon of ‘managerial rationality,’ he presents a model of careers based on a mutually reinforcing cycle, and argues that maintenance of the cycle reinforces and builds organizational cultures, while disruption of the cycle can lead to sudden and unexpected changes in culture.

INTERNATIONAL DIMENSIONS OF ORGANIZATIONAL CULTURE AND CLIMATE

Arguably, one of the more active areas of research in organizational culture over the past 20 years has been in respect of international dimensions. In particular, one of the core choices in multinational corporate strategy is determination of how the parent company and offshore subsidiaries reconcile differing cultural orientations (Lemarck & Bracker, 1988). In this respect, Perlmutter (1984) has argued that multinationals can adopt one of four ‘EPRG profiles.’ These are (see also Chakravarthy & Perlmutter, 1985: 5):
Ethnocentrism, where the values of the parent company predominate;
Polycentrism, where the cultural values of the local subsidiary country are adopted;
Regiocentrism, where the cultural orientation of the parent organization is blended with regional values;
Geocentrism, where local subsidiaries are integrated through a ‘global systems approach’

Clearly, a central consideration in this choice is our understanding of the substantive dimensions of organizational culture in the context of national culture. Indeed, little was known of these dimensions until publication of Hofstede’s (1980) *Culture’s Consequences*, based on data collected in the IBM Corporation in the 1970s. Hofstede’s ideas as presented in this volume remain the basis of our understanding of the international dimensions of culture, although recent work by House and his colleagues (see House et al., 1999) holds the potential to refine Hofstede’s work considerably in the immediate future. In this section, we review a variety of approaches to studying the international dimensions of organizational culture and climate, based largely on the contributions to the HOCC.

The wide dissemination of Hofstede’s (1980) work has led to a proliferation of diverse views and opinions on his work, many of which are critical. Hofstede, however, argues that much of the criticism of his work is based on misunderstandings, and has recently sought to clarify some of these issues (Hofstede & Peterson, 2000). Hofstede and Peterson note in particular instances where culture dimensions are overused in international research. They point out that national culture and organizational culture are fundamentally different – the former is about values and the latter is about practices. Their point is that this has tended to obscure the benefits of understanding national culture effects on organizations.

They point out further that culture is a collective programming of the mind, and is manifested in four basic ways: (1) symbols, which carry a particular meaning for culture members; (2) heroes, culture’s role models; (3) rituals, technically superfluous but socially necessary for a culture; and (4) values, feelings reflecting preferences for certain states of affairs over others (see Hofstede, 1997).

Thus, having come to use the idea of culture, analysts face questions of how to divide a historically and contemporaneously integrated world into parts, from mankind in general into cultural pluralism. In this respect, culture is not specific to management – it belongs to the total society of which management is a part. In this respect, based on Inkeles and Levinson (1969), Hofstede (1980) postulated that culture can be represented in terms of four key dimensions (later amended to include a fifth dimension):

**Power distance.** The extent to which the less powerful members of organizations and institutions accept and expect that power is distributed unequally.

**Individualism vs. collectivism.** The extent to which individuals are integrated into groups.

**Masculinity vs. femininity.** This dimension contrasts assertive and competitive values and practices with modest and caring values and practices.

**Uncertainty avoidance.** Intolerance for uncertainty and ambiguity.

**Long-term vs. short-term orientation** (introduced in Bond and ‘The Chinese Culture Connection,’ 1987). The contrast between thrift and perseverance (long term) vs. respect for tradition, fulfillment of social obligations, and protection of ‘face’ (short term).

The principal, and controversial, point that Peterson and Hofstede (2000) make is that organizational and national cultures differ markedly in many central features, and should not be considered to decompose into the same dimensional categories. Thus, specific cultural constructs meaningful for nations are likely to be less meaningful for organizations and vice versa. In this case, the cultural dimensions developed for understanding nations simply do not work when applied to organizations. Thus, based on Hofstede, Neuijen, Ohayv, and Sanders (1990), they argue that dimensions such as process oriented vs. results oriented, job oriented vs. employee-oriented, professional vs. parochial, open systems vs. closed systems, tightly controlled vs. loosely controlled, and pragmatic vs. normative are the distinguishing features of organizational cultures.

This is not a view shared by House and his colleagues (1999), however. In a major cross-national study of organizational culture, the Global Leadership and Organizational Behavior Effectiveness (GLOBE) project, that House claims is the most extensive and definitive international organizational research project to date, culture is measured in organizations and in society-at-large using the same constructs, but in two forms: ‘should be’ (values) and ‘as is’ (practices). Dickson, Aditya and Chhokar (2000), in an overview of the project, show how culture, represented in Hofstede-like dimensions at both the societal and organizational level of analysis is internally consistent. Further, an important outcome of the GLOBE study is the presence of marked differences between responses on practice and value items of the organizational culture measures.

The debate about the nexus of national and organizational culture and values is also evident in the work of Shalom Schwartz and his colleagues (see Sagiv & Schwartz, 2000). Based on the Rokeach Value Survey, Sagiv and Schwartz present
national value data from key socializing agents in society – schoolteachers and their students. They demonstrate the relationship of values to national differences in role stress and manager values. Unlike Hofstede (1980), but consistent with GLOBE, these authors agree with Hampden-Turner and Trompenaars’ (1993) argument that national culture directly affects organizational culture and individual behavior. In this respect, Schwartz and his associate identify dimensions of (a) analyzing vs. integrating, (b) work vs. family size in setting pay, and (c) organization vs. friend as the key dimensions of organizational culture based on personal values.

Finally, we review two markedly different approaches to the study of international dimensions of organizational culture, based on the traditional paradigmatic differences reflected in the body of this chapter. In this respect, we look in particular at organizational and national culture in two East-Asian countries, Japan and China.

From an economic standpoint, one of the most fascinating contrasts in organizational culture has been between Japanese and American societal culture (Ouchi, 1981). Japan’s rapid recovery after the Second World War and its consequent emergence as a world industrial power sparked keen interest in Japanese management practices. Depending on local political and economic climates, Japan has been viewed as exceptional, potential market, competitor, or strategic ally. In this respect, Brannen and Kleinberg (2000) review and critique the stimulus that analyses of Japanese national and organizational culture provided for North American organizational culture theory. They describe ways in which anthropological analysis can add needed complexity and dynamism to overly simple models and provide a base for analyzing intercultural dynamics.

Brannen and Kleinberg (2000) argue that the early literature on Japanese management is divided into roughly two distinct views of culture process: the culturalist and the convergence perspectives. The culturalist perspective stems from work that is primarily comparative, seeking to understand differences between Japanese and US organizations and management primarily within the context of the two distinct social realities. The convergence perspective downplays the ‘culture-bound’ or conservative effect of societal culture in favor of what might be termed a more or less ‘culture-free’ view. This view generally has it that, rather than societal culture, the limitations of technology and economic efficiency circumscribe the industrial forms that a society can adopt.

Brannen and Kleinberg (2000) argue further that, although the culturalist and convergence perspectives offer possible explanations for cultural differences, neither offers much theoretical substance for understanding cultural dynamics. In particular, these views imply a parochial view of culture where culture is seen as static, and no allowance is made for the possibility that cultures are reinterpreted over time. As an alternative, Brannen and Kleinberg offer a ‘negotiated culture perspective,’ based on an anthropological, ethnographic approach.

In particular the anthropological approach to studying the linkages between national culture and behavior in organizations offers critical insights based on complex societal factors that are not always amenable to other approaches. For example, in the Japanese context, account needs to be taken of the emphasis on conforming through taido (attitude), kangaekata (way of thinking), and ishiki (spirit). This also holds true at the individual level of analysis, where ethnographic research highlights the tension between conceptualizing culture as a group-level phenomenon and recognizing that, within any cultural grouping, a range of individual interpretations is expressed. In society, we are able to reproduce familiar social structures only because individual social actors have both discursive knowledge and tacit or practical knowledge. Brannen (1994) has conceptualized this as a three-zone continuum of culturally ‘hypernormal,’ ‘normal’ or ‘marginally normal’ individuals. In summary, Brannen and Kleinberg bring the anthropological and ethnographic perspectives to bear in the domain of cross-cultural dimensions of organizational culture, arguing that the richness of culture cannot be understood without deep appreciation of the underlying society and the individuals who live in it.

By contrast, Granrose, Huang and Reigadas (2000) ask whether the study of organizational culture has been too much shaped by issues in the Japan – US relationship that stimulated it. As a consequence, Granrose and her associates argue that attempts to understand organizations in other countries have been neglected, or even impeded. As an example, they analyze the cultural dynamics surrounding leadership in China based in the traditional dynamic between the more active Confucian and more passive Taoist approaches to proactive leadership, and including the more recent influence of Maoist and post-Maoist political systems. Granrose and her colleagues maintain that, while the basic idea and theories of organizational culture make sense in the China context, we should expect some quite substantial amendments to these ideas when they are applied in new locales.

Granrose et al. (2000) also point out that different organizational cultures arise from different ideologies of entrepreneurial founders, from industrial constraints, and from societal differences. Thus, as Trice and Beyer (1993) have asserted, ideologies have a cathartic function, legitimizing tension through moral claims and creation of group solidarity. In the context of China, industrial differences have been strongly constrained by national political ideology, leaving organizational differences in culture to reside primarily in differentiated emphasis of national cultural values, and in different
adaptations to market principles. This is reflected in particular in the central principle of Confucian thought: the primacy of hierarchical interpersonal relationships of obligation of the superior to protect, to sustain, and to guide the subordinate in exchange for loyalty and obedience. According to Confucianism, therefore, change occurs through moral and educational actions of rulers and elite leaders and is implemented by loyal followers. These conditions have held true even during the upheavals of communism, the Great Leap Forward, the Cultural Revolution, and, more recently, the move to a Chinese market economy.

In particular, interpretation and pseudosymbols in Chinese organizational culture act to preserve face or appearance of status, so that formal positions are honored in official public interaction. These represent pseudosymbols to members of the organization (Trice & Beyer, 1993). Further, the power of real leaders in an organization rests primarily in the network of relationships they each possess as a result of their access to organizational and nonorganizational resources.

As a result, real symbols of leadership as interpreted in the entire cultural context reveal a mixture of a few symbols of communist egalitarianism and Chinese patriotism, together with many symbols of Taoist harmony and Confucian hierarchy. In China, the government has made many plans for economic change and these changes have created an ongoing series of critical incidents and external circumstances that require Chinese organizations to change. But organizational leaders have limited autonomy in how to enact the organizational change needed to bring the organization into line with national policies, and few norms or models that might cause them to act in transformational leadership ways. Ultimately, the organizational cultural change required in China today demands moving from the socialist way of thinking to the market way of thinking.

Granrose et al. (2000) conclude that the image of Chinese leaders they describe does not fit the traditional view of transformational leaders and is more likely to fit the view of institutional and transactional leaders used for consolidating existing cultures. Only a few Chinese market organization leaders initiate novelty in their organizations, and these individuals still have obligations to do so within the political framework set out by higher government officials and by obligations to their own guanxi (family) networks. Clearly, understanding organizational culture in this context, as is the case in Japan, requires new and innovative approaches that depart from the traditional paradigms of research that we are used to in Western cultures.

In conclusion of this section dealing with the international dimensions of, and climate, for instance, is opening up at every turn. Our discussion of the HRM implications of culture and climate, for instance, is a clear example of a field ripe for further research and development. Similarly, our brief coverage of some of the international dimensions of, and approaches to organizational culture and climate give a sense only of the multifarious possibilities that future research will need to deal with.

We made it clear at the outset that our review places us within the psychological domain, with a positivist epistemology, and an ontological perspective rooted in scientific realism. Nonetheless, it is apparent that our discussion in many places strays into areas of sociology and anthropology more consistent with the traditional view of culture. This is, we feel, an inevitable consequence of the convergence of the very concepts of climate and culture. Consistent with Denison (1990, 1996) and Payne (2000), we are firmly of the view that culture and

**CONCLUSION**

In this chapter, we have provided a somewhat unconventional review of contemporary developments in the field of organizational culture and climate. Our review has relied extensively on the HOCC, for which the first author was the lead editor and the second author worked in an administrative assistant. As was done in the handbook, this chapter has considered the topic from five perspectives: (a) consideration of the different paradigms and constructs in the field, (b) measures of culture and climate, and their relationship with performance, (c) the dynamic nature of culture and climate, (d) HRM aspects of culture and climate, and, finally, (e) international dimensions of culture and climate.

The overwhelming impression that emerges from our review is the robust and dynamic nature of the field. The progression from Lewin’s pioneering work on climate, to Likert, and then to Pettigrew, to Schein and, more recently, to Schneider, the field is continually developing, with new research horizons opening up at every turn. Our discussion of the HRM implications of culture and climate, for instance, is a clear example of a field ripe for further research and development. Similarly, our brief coverage of some of the international dimensions of, and approaches to organizational culture and climate give a sense only of the multifarious possibilities that future research will need to deal with.

We made it clear at the outset that our review places us within the psychological domain, with a positivist epistemology, and an ontological perspective rooted in scientific realism. Nonetheless, it is apparent that our discussion in many places strays into areas of sociology and anthropology more consistent with the traditional view of culture. This is, we feel, an inevitable consequence of the convergence of the very concepts of climate and culture. Consistent with Denison (1990, 1996) and Payne (2000), we are firmly of the view that culture and
climate are overlapping and complementary constructs. As such both are amenable to multimethods that cut across narrow disciplinary boundaries.
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INTRODUCTION

The psychology of strategic management is an emergent subfield situated at the interface between industrial, work and organizational psychology and several interrelated areas of management inquiry, especially strategy and marketing. The purpose of this chapter is to survey a number of key developments that are currently taking place within this highly exciting and rapidly developing specialty with a view to identifying some of the more salient issues worthy of research attention by industrial, work and organizational psychologists.

Arguably, strategic management is one of the most important but also one of the least understood areas of organizational life (Mintzberg, Ahlstrand & Lampel, 1998). Whereas other areas of management deal with routinized, operationally specific issues and problems of a short-term nature, strategic management addresses organization-wide issues and problems of a fundamental nature. Strategic issues and problems, by definition, tend to be relatively ambiguous, complex, and surrounded by risk and uncertainty:

Strategy is the direction and scope of an organization over the long term, which achieves advantage for the organization through its configuration of resources within a changing environment, to meet the needs of markets and to fulfil stakeholders’ expectations.

Johnson & Scholes, 1999: 10

Such is the complex nature of strategy and strategic management that no one single base discipline of the social sciences can adequately address the problems that fall within its domain. Within this field, researchers and practitioners alike must be able and willing to gain insights from a range of disciplines, in much the same way that the medical sciences draw upon biology, chemistry, physics, and so on, in order to refine theoretical and practical understanding. Consequently, isolating psychological
contributions within the strategy field is potentially problematic. Ultimately, a broad range of social, economic, political, technical, and financial factors determine the success or failure of an organization’s strategy and, accordingly, a range of cross-disciplinary perspectives are required in order to make sense of this phenomenon (see, e.g., Langley, Mintzberg, Pitcher, Posada & Saint-Macary, 1995; Mintzberg et al., 1998). However, the discipline of psychology potentially has much to contribute to this vitally important, multidisciplinary endeavour and a sufficient volume of work has now accumulated to warrant the status of an emergent subfield: the psychology of strategic management (Hodgkinson, 2001; Sparrow, 1994).

As we shall see, some of the most interesting developments are presently occurring as a result of scholars employing psychological theory and research in areas that have traditionally been the preserve of industrial organization economists and organizational sociologists. At the heart of these developments has been a fundamental shift away from a preoccupation with traditional ‘content’ issues in strategic management, for example, questions about the merits of various strategies such as organic growth versus mergers and acquisitions, related versus unrelated diversification, and so on. Concern is now much more with ‘process’ issues, regarding how particular strategies come to be formulated and implemented within organizations. Over the last two decades or so, there has been an explosion of scholarly interest in the application of psychological concepts, theories, and techniques in an attempt to better understand, and as a basis for intervening within, these processes (see, e.g., Eden & Ackermann, 1998; Eden & Spender, 1998; Finkelstein & Hambrick, 1996; Flood, Dromgoole, Carroll & Gorman, 2000; Hodgkinson & Thomas, 1997; Huff, 1990; Huff & Jenkins, in press; Porac & Thomas, 1989; Walsh, 1995).

The range of issues that can be legitimately addressed from a psychological perspective is potentially as broad as the entire field of strategic management itself, covering all aspects of strategy formulation, choice, and implementation. In recent years, researchers have investigated topics as varied as the psychological impact of mergers and acquisitions (Cartwright & Cooper, 1990; 1993; Hogan & Overmyer-Day, 1994), cognitive processes in the boardroom (Forbes & Milliken, 1999), strategic issue processing, image, and organizational identity (Dutton & Dukerich, 1991; Dutton & Jackson, 1987; Gioia & Thomas, 1996; Jackson, 1992; Jackson & Dutton, 1988), the nature and impact of the personality characteristics (especially locus of control beliefs) of the CEO (and other organization members) on organizational structure, strategy, and performance (Boone & De Brabander, 1993, 1997; Boone, De Brabander & van Witteloostuijn, 1996; Hodgkinson, 1992, 1993; Miller, 1983; Miller, Kets De Vries & Toulouse, 1982; Miller & Toulouse, 1986), and psychological processes of strategic renewal (Barr, 1998; Barr & Huff, 1997; Barr, Stimpert & Huff, 1992; Floyd & Lane, 2000; Huff, Huff & Thomas, 1992; Lant, Milliken & Batra, 1992). Inevitably, therefore, the present chapter must be selective in its coverage. Here, attention is confined to a consideration of three interrelated areas of theory and research that have each, in differing ways and across varying levels of analysis, addressed key problems in strategic management from a cognitive perspective: (1) the nature and significance of judgemental heuristics and cognitive biases in strategic decision making; (2) cognitive processes in executive teams; and (3) the analysis of mental representations of competitive environments. Systematically bringing together theory and research from each of these key areas, within a unified review, enables the following sorts of question to be addressed:

How do the information-processing limitations of individual decision makers impact upon their understanding of strategic issues and problems and what practical steps can be taken to overcome these limitations?

What are the determinants that shape senior managers’ and other stakeholders’ mental representations of strategic issues and problems?

How do these mental representations impact upon key decision processes and individual and organizational outcomes?

By what processes and mechanisms do industry and market boundaries and competitive practices evolve and change?

A considerable volume of research has amassed over recent years which has been directed towards these sorts of questions. Drawing on the fields of cognitive and organizational psychology, Sparrow (2000) has argued that the many changes currently taking place within the world of work are placing unprecedented informational burdens upon those responsible for strategy formulation and implementation. Unfortunately, however, as much of the work reviewed in the remaining sections of this chapter demonstrates, information processing is not something that strategists do particularly well. A number of cognitive limitations have been identified which potentially might undermine the process of strategizing. Rather than simply viewing these limitations as a source of error, however, as Sparrow (2000) has observed, it is more fruitful to consider them as yet another strategic risk that has to be managed. Potentially, there are a number of useful insights that can be gained from the theory and research reviewed in this chapter to assist the reflective practitioner with this task.
HEURISTICS AND BIASES IN STRATEGIC DECISION MAKING

By their very nature, strategic decisions involve risk and uncertainty. Although there has been much discussion of risk and uncertainty within the field of strategic management, until relatively recently, most of this work has been informed by a neoclassical economics perspective, developed from the premise that decision makers and those concerned with the implementation of strategy are inherently rational actors. This perspective contrasts sharply with the predominant view held by members of the behavioural decision research (BDR) community.

Starting from the basic premise that, due to fundamental information-processing limitations, individuals are characterized by ‘bounded rationality’ (Simon, 1955, 1956), behavioural decision researchers (e.g., Kahneman, Slovic & Tversky, 1982; Tversky & Kahneman, 1974) have amassed a considerable volume of evidence that suggests that in order to render the world manageable, decision makers employ a variety of heuristics (or ‘rules-of-thumb’). Whilst these heuristics enable decision makers to cope with a complex and uncertain world by making a number of simplifying assumptions that reduce the burden of information processing that would otherwise ensue, an unfortunate, latent consequence is that they can give rise to a variety of cognitive biases which in turn may result in inappropriate/suboptimal decisions (Bazerman, 1998; Goodwin & Wright, 1998). Potentially, this body of theory and research may provide some interesting and challenging insights into the processes of strategy making and implementation. Accordingly, over the past two decades or so there has been a growing interest in the application of BDR concepts, theories, and techniques within the field of strategic management, in an effort to better understand the nature and significance of the human information-processing limitations that characterize the individual decision maker. In so doing, however, strategy researchers have fully recognized that strategies are ultimately the product of a negotiated order (Walsh & Fahay, 1986) and that strategic decisions take place within the context of a wider sociopolitical arena (Johnson, 1986) and that strategic decisions take place within the context of a wider sociopolitical arena (Johnson, 1986) and that strategic decisions take place within the context of a wider sociopolitical arena (Johnson, 1986) and that strategic decisions take place within the context of a wider sociopolitical arena (Johnson, 1986). Schwenk argued that this executive’s erroneous belief about an impending depression, the primary dysfunctional consequence of deploying the representation heuristic, can be explained as a failure to recognize that senior managers may deploy particular heuristics (with the subsequent danger that attendant biases may also accrue) during each phase of the process (see also Barnes, 1984; Das & Teng, 1999; Schwenk, 1995). Schwenk (1984) identified a set of heuristics and biases, then amassed supporting evidence for their presence in organizations by analyzing accounts of how actual strategic decisions were taken in practice. He argued that the processes outlined in these descriptions match the processes thought to underpin particular heuristics and biases. He also illustrated how attendant biases arising from the deployment of these heuristics may have led to important errors of judgement, thereby reducing the overall quality of strategic decisions. For example, he describes a situation in which the head of an American retail organization held a very strong belief that there would be a depression at the end of the Second World War. This belief was based on the knowledge that a similar depression had occurred at the end of the First World War. So strongly held was this belief, that the individual concerned decided not to expand his business following increased competition induced by a major rival, a decision which led to a permanent loss of market share. Schwenk argued that this executive’s erroneous belief about an impending depression, the primary reason for his poor decision, can be explained as a dysfunctional consequence of deploying the representativeness heuristic.

The representativeness heuristic involves judging the likelihood of an event based on the similarity between that event and existing knowledge about similar occurrences. Individuals who base their judgements solely on this heuristic often neglect other vitally important information that should be taken into account, as illustrated by the following problem – taken from Bazerman (1998: 19):

Mark is finishing his MBA at a prestigious university. He is very interested in arts and at one time considered a career as a musician. Is he more likely to take a job (a) in the management of the arts, or (b) with a management consulting firm?

Most people opt for (a) because the description of Mark matches well, or is highly representative of that career path. In reality (b) is more likely. In point of fact, there is a larger absolute number of management consultants fitting Mark’s description.
Whilst there are many MBAs in management consulting, there are relatively few in arts jobs, due to the fact that there are so few of the latter jobs available. By basing the judgement solely on representativeness, the actual frequencies of occurrence of the two types of job, called the base rate information, is overlooked.

Table 21.1 presents a selective summary of some of the many other heuristics and biases identified by behavioural decision researchers which Schwenk (1988) has argued are of potential key significance in the context of strategic decision making (see also Das & Teng, 1999; Schwenk, 1995). To the extent that this is the case, intervention techniques are required that will enable strategists to question their underlying assumptions with a view to debiasing their judgements.

In recent years there has been a steady accumulation of evidence both within laboratory and field settings (reviewed in Das & Teng, 1999, and Schwenk, 1995) which suggests that many of the phenomena initially identified by the BDR community are indeed highly applicable in the context of strategic decision making. Two trends are evident within this stream of research: the first has continued the line of inquiry established by Schwenk (1984), using documentary sources and anecdotal evidence in an attempt to identify the occurrence of particular heuristics and biases in the context of organizational strategic decision making; the second has employed experimental techniques, in an attempt to replicate and extend BDR findings, using relatively complex decision scenarios of direct relevance to this domain, and has employed a mixture of experienced and inexperienced research participants.

Evidence from Documentary Sources

Given the obvious difficulties of gaining organizational access to study ongoing strategic decisions, the vast majority of work in this area has utilized documentary sources in an attempt to identify whether or not particular heuristics and biases are evident within this context (for representative examples, see Barnes, 1984; Duhaime & Schwenk, 1985; Huff & Schwenk, 1990; Lyles & Thomas, 1988; Zajac & Bazerman, 1991). Like Schwenk (1984), many of these authors have also considered the need to debias managers’ judgements, in an attempt improve the quality of strategic decision processes. Whilst the numerous examples of heuristics and biases identified by this group of researchers often appear quite compelling, in the absence of further supporting evidence, there are some obvious methodological limitations that preclude a wholesale acceptance of the findings. A major drawback of using documentary sources in strategic management research is that these documents are prepared for particular audiences. Consequently, it is difficult to ascertain the extent to which the biases observed are genuinely a product of executives’ sensemaking processes and/or a deliberate attempt to influence the perceptions of the stakeholders to whom the various documentary sources were initially directed. Clearly, therefore, we need to search for additional methods that will enable researchers to scrutinize these findings with greater rigour. One possibility in this respect, as advocated by Schwenk (1982, 1995), is laboratory research, suitably adapted in order to test directly whether or not the heuristics and biases identified by the BDR community, largely on the basis of undergraduate students performing much simpler, experimental tasks, readily generalize to the strategy arena.

Evidence from Experimental Research

As noted by Schwenk (1982), suitably adapted, the experimental method provides a useful means for ensuring that research is both rigorous and of relevance to practitioners, an essential requirement within the applied field of strategic management. Unfortunately, however, despite the obvious advantages of laboratory research in this particular context, the experimental method has been greatly underutilized (Hodgkinson & Maule, in press; Schwenk, 1995). Nevertheless, sufficient evidence has accumulated in order to demonstrate the value of this approach, as illustrated by recent research into the framing bias.

The framing bias arises when trivial changes to the way in which a decision problem is presented or ‘framed’, emphasizing either the potential gains or the potential losses, lead to reversals of preference, with decision makers being risk averse when gains are highlighted and risk seeking when losses are highlighted (Kahneman & Tversky, 1979, 1984; Tversky & Kahneman, 1981). In a pair of laboratory experiments, designed to explore ‘the psychological context of strategic decision making’, Bateman and Zeithaml (1989) investigated the impact of decisional frame (positive versus negative future outlook), together with feedback on a past decision (success versus failure) and perceived organizational slack (high versus low) on a reinvestment decision. In the first experiment, involving undergraduate students, all three variables were found to have main and interactive effects on the dependent variable (the amount in U.S. dollars that participants were prepared to reinvest). The second experiment, involving business executives, combined the decision feedback and organizational slack variables (i.e., failure feedback/low slack versus success feedback/high slack) and investigated the impact of this combined variable and decisional frame on the amount that participants were prepared
to reinvest. A significant main effect was obtained for decisional frame, together with a significant interaction effect between decisional frame and the combined feedback and organizational slack variable. Although in the predicted direction, the main effect for the combined feedback and organizational slack variable was found to be nonsignificant. Whilst the findings of these studies suggest that the way in which information concerning strategic decisions is framed can have an impact on the choice preferences of individuals, as noted by Hodgkinson and Maule (in press), merely demonstrating that this phenomenon occurs in the context of laboratory studies involving strategic decision scenarios does not enable us to answer two vital questions: (1) what is the precise cognitive mechanism underpinning this phenomenon? (2) What steps might be taken to minimize its effects?

Recent experimental research conducted by the present author and several of his colleagues (Hodgkinson, Bown, Maule, Glaister & Pearman, 1999; Hodgkinson & Maule, in press) has begun investigating these issues directly. Our own experimental studies, also using a combination of inexperienced participants (undergraduates) and senior managers (within a financial services organization) have uncovered evidence for the framing bias, supporting the contention that, left unchecked, this particular bias is likely to undermine the quality of strategic decision making in organizational field settings. In addition, we have investigated whether the framing biases induced by virtue of our experimental manipulations could be eliminated, using structured decision aids. One technique in particular, causal cognitive mapping (Axelrod, 1976; Huff, 1990), has been examined, on the basis of a growing body of evidence suggesting that more effortful thought prior to making decision choices can eliminate the framing bias (e.g., Maule, 1995; Sieck & Yates, 1997).

Causal mapping techniques fall within a general class of cognitive mapping procedures that Huff (1990: 16) has categorized as methods for revealing understanding of ‘influence, causality and system dynamics’. In their most basic form, causal maps can be depicted graphically, using the medium of the influence diagram (Diffenbach, 1982). Using this approach, variables are depicted as nodes in a network, interconnected by a series of arrow-headed pathways, terminating in each case on the dependent variable(s). The simplest forms of the technique are restricted to a consideration of positive (increases in one variable cause corresponding increases in one or more other variables), negative (increases in one variable cause corresponding decreases in one or more other variables), and neutral (no causality implied) relationships. More sophisticated variants of the technique enable these relationships to be differentially weighted, on the basis of the participant’s belief strength, for example, as illustrated in Figure 21.1, or on the degree of certainty/uncertainty surrounding each particular causal assertion.

Our findings have confirmed our predictions in relation to both our student and managerial samples. In both cases, the application of causal mapping prior to choice eliminated the framing bias, providing supporting evidence for its efficacy as an intervention technique for use in practical settings. At the time of writing this chapter, ongoing work is exploring the structure and content of the participants’ cognitive maps with a view to better understanding the ways in which the framing bias impacts on individuals’ mental representations of strategic issues and problems and the means by which causal mapping techniques attenuate this bias.

Summary and Implications

In summary, the work reviewed in this section has illustrated some of the ways in which BDR has
contributed to our understanding of organizational strategic decision making by identifying and explaining various fundamental limitations inherent within the thinking and reasoning of the individual decision maker. Taken together, the findings of the various lines of inquiry reviewed in this section provide compelling evidence that BDR has much to contribute to the field of strategic management, not only in terms of enriching our understanding of the nature of strategic decision making, but also the development and evaluation of procedures for facilitating this vitally important activity.

The total body of evidence presented points overwhelmingly to the conclusion that a number of the heuristics and biases identified in the laboratory by the BDR community, using relatively simple decision tasks and inexperienced participants, are equally applicable in the comparatively complex situations that confront the senior executive. The accumulated findings also illustrate the value of combining a variety of methodological approaches in conducting applied research of this nature. The various attempts to match documentary descriptions of actual strategic decisions to heuristics and biases previously identified in the laboratory are highly commendable in so far as this line of inquiry has enabled researchers to assess the relevance of this earlier work in this particular context. However, the documentary approach clearly lacks the rigour of the laboratory and, as noted earlier, we must be mindful of the fact that this approach relies heavily on the researcher's post hoc interpretation of data that was originally prepared for other purposes. On the other hand, while the laboratory ensures greater control, and thus has the potential to enable the researcher to disentangle the myriad cause-and-effect relationships underpinning real-life strategic decision episodes, no matter how experienced the participants and regardless of how detailed the case materials employed, the situation is always artificial, i.e., lacking ecological validity. Ultimately, if BDR is to realize its potential within the strategy field, both approaches are required, so as to ensure that findings continue to accumulate which are both well-grounded methodologically and of relevance to this particular focal domain (cf. Schwenk, 1995: 487).

Figure 21.1 Example of a causal cognitive map elicited from a participant in study 1 of the framing experiments conducted by Hodgkinson et al. (1999). (Source: G.P. Hodgkinson, & A.J. Maule [in press]. The individual in the strategy process: insights from behavioural decision research and cognitive mapping. In A.S. Huff, & M. Jenkins [Eds.], Mapping Strategic Knowledge. London: Sage.)
TOP TEAM COMPOSITION, EXECUTIVE COGNITION AND ORGANIZATIONAL OUTCOMES

The Upper Echelons Perspective

For much of the past two decades the ‘upper echelons’ perspective, originated by Hambrick and Mason (1984), has dominated the literature on top management teams (TMTs). According to Hambrick and Mason (1984: 193) it is the values and ‘cognitive base’ of ‘the dominant coalition,’ the group of powerful actors at the very top of the organization, that ultimately determine its direction and outcomes. A diagrammatic representation of their model, recently revised and updated by Finkelstein and Hambrick (1996), which seeks to capture the cognitive processes underpinning strategic choice in executive teams, is shown in Figure 21.2.

As can be seen in Figure 21.2, Hambrick and Mason posit a three-stage filtration process comprising: (1) a limited field of vision; (2) selective perception; and (3) interpretation, which they argue underpins the tendency for executives to perceive only a limited portion of all potentially relevant information in the internal and external environment, often deriving idiosyncratic interpretations of reality and assigning differential weights to the various potential outcomes. The first stage of this filtration process, limited field of vision, arises from the fact that decision makers are exposed to a limited subset of the available stimuli, while the second stage, selective perception, occurs due to the fact that only a portion of the stimulus information within their limited field of vision is actually attended to. The third stage, interpretation, entails the attachment of meaning to stimuli. Starbuck and Milliken (1988) employ the term ‘sensemaking’ to describe this stage (see also Weick, 1995, 2001).

Until very recently, researchers investigating cognitive processes in top management teams have tended to utilize indirect methods of assessment, for much the same reason as researchers studying heuristics and biases in strategic decision making at the individual level of analysis: problems of gaining access. Drawing on a range of psychological and sociological studies, Hambrick and Mason argued that a variety of observable managerial characteristics such as age, socioeconomic roots, functional background, executive tenure, and education shape the values and beliefs of the individual manager, and in view of the obvious practical difficulties associated with attempting to study directly the psychological characteristics of senior executives, they advocated the use of these external characteristics as indicators of the values that members of the TMT bring to bear on their administrative situation (Hambrick & Mason, 1984: 196).

Empirical Tests and Conceptual Refinements

Numerous studies exploring the correlates of top team demography in an attempt to empirically validate this model have subsequently been reported. Outcomes as varied as innovation (Bantel & Jackson, 1989), firm performance (Norburn & Birley, 1988), the nature and extent of strategic change (Wiersema & Bantel, 1992), bankruptcy (D’Avini, 1990), and, more recently, corporate illegal activity (Daboub, Rasheed, Priem & Gray, 1995; Williams, Barrett & Brabston, 2000), firms’ competitive moves (Hambrick, Cho & Chen, 1996) and levels of international involvement in diversification strategies (Sambharya, 1996) have been investigated, a variety of indicators designed to capture the demographic composition (homogeneity vs. heterogeneity) of TMTs (reviewed in Tsui & Gutek, 1999) having been employed as predictor variables. In general, these studies (reviewed in Finkelstein, & Hambrick, 1996; Lau & Murnighan, 1998; Milliken & Martins, 1996; Pelled, 1996; Pettigrew, 1992; and Williams & O’Reilly, 1998) have yielded mixed findings, and, in an attempt to increase the predictive efficacy of top team demography, in recent years researchers have utilized increasingly sophisticated research designs, incorporating the use of control variables and contingency factors such as environmental turbulence (Haleblain & Finkelstein, 1993; Keck, 1997) and strategy process variables such as communication and social integration (e.g., Smith, Smith, Olian, Sims, O’Bannon & Scully, 1994) and decision comprehensiveness and debate (Simons, Pelled & Smith, 1999). Several other methodological enhancements, such as the use of longitudinal research designs in conjunction with time series data (e.g., Keck & Tushman, 1993) have also been introduced in an effort to strengthen results.

A number of researchers have begun to develop new theoretical constructs, in an effort to refine understanding of the linkages between team composition on the one hand, and team processes and outcomes on the other. The notion of ‘demographic faultlines’ (Lau & Murnighan, 1998), for example, is one such development, introduced as an explanation for subgroup processes of conflict. Demographic faultlines are hypothetical dividing lines, the effect of which is to split groups into subgroups on the basis of one or more key attributes, such as age or educational experience. According to Lau and Murnighan, the formation of conflicting subgroups becomes much more likely when the demographic characteristics within a group form a faultline and are related to the group’s task.

In a second development, Pelled (1996) has introduced the notions of ‘visibility’ (the extent to which the demographic variables in question are observable
Figure 21.2 Strategic choice under bounded rationality: The executive’s constructed reality.
by group members) and ‘job relatedness’ (the extent to which the variables in question shape perspectives and skills directly related to tasks) in an attempt to account for the mixed effects of diversity on performance observed in previous studies. According to Pelled, affective conflict within the team is primarily a function of ‘high visibility variables’, such as age and race, while substantive (task) conflict is influenced by a variety of ‘job relatedness variables’ (e.g., organizational tenure, educational and functional background). Both of these relationships are mediated by group longevity, and turnover in the team is determined by affective conflict, whereas cognitive task performance is jointly influenced by substantive and affective conflict.

Recent Challenges to the Upper Echelons Perspective

Whilst these recent conceptual and empirical developments have undoubtedly extended and, to a certain extent, redirected the demographic approach to the analysis of TMTs, suggesting new hypotheses that may account for several of the discrepancies observed in traditional upper echelons research, other researchers have called into question fundamentally the adequacy of this whole approach as a basis for understanding the nature and significance of organizational processes (Lawrence, 1997; Pettigrew, 1992). Ultimately, the various conceptual refinements and empirical studies outlined above fail to address a philosophical issue which strikes at the very heart of the upper echelons tradition, and which calls into question the use of demography in the organizational sciences more generally, namely, the extent to which the external, background characteristics of the executive are adequate proxy variables for the assessment of perceptions and beliefs and other key intervening variables (cf. Pfeffer, 1983).

Relatively few studies have directly tested the assumed relationship between individual external characteristics and cognition and those that have, have yielded inconsistent and contradictory findings. Several recent studies (e.g., Beyer, Chattopadhyay, George, Glick, ogilvie & Pugliese, 1997; Walsh, 1988) investigating the relationship between functional background and executive beliefs, for example, have failed to replicate the findings of earlier work by Dearborn and Simon (1958) (upon which Hambrick & Mason, 1984, partially derived their original theoretical formulation) which had suggested that managers’ views are biased by virtue of their functional positions. Other studies, however, such as that recently reported by Bowman and Daniels (1995), which revisited Dearborn and Simon’s work on methodological grounds, have confirmed their original claim (but see also Waller, Huber & Glick, 1995).

As part of a wider multicultural study of managers employed by Hungarian companies which had recently come under foreign ownership, Markoczy (1997) investigated the relationships between functional background, age, hierarchical position, and national culture, on the one hand, and actors’ causal belief systems with respect to organizational success, on the other, arguing that these particular characteristics have received the strongest support on the basis of previous theory and research within the Hambrick and Mason tradition. The findings of this study serve to reinforce the doubts and concerns raised by Hambrick and Mason’s philosophical and theoretical detractors.

Employing a systematic method for eliciting and comparing causal maps devised by Markoczy and Goldberg (1995), partial relationships were observed between three of the four background characteristics investigated (output functional background, age, and non-Hungarian nationality) and the measured causal beliefs. The combination of these three factors accounted for just 17.2% of the variance (change in adjusted $R^2$) of the similarity to one of two empirically derived clusters formed on the basis of the participants’ causal maps.1 Given these findings, Markoczy concluded that researchers should abandon the use of external characteristics as substitutes for the direct measurement of executive perceptions and beliefs. In keeping with this prescriptive advice, a growing number of researchers have begun to employ direct measures of perceptions and beliefs in their studies, in an attempt to refine understanding of the nature and significance of executive cognition in strategic decision processes. It is to this research that we now turn, albeit briefly.

The Correlates of Executive Cognition

A great many factors must ultimately condition executive perceptions and beliefs, in a complex, dynamic interplay. In an attempt to capture this complexity, several recent studies exploring the correlates of executive cognition have incorporated a number of contextual and control variables. For example, in a study designed to investigate the relative explanatory power of two rival theoretical models, a ‘functional conditioning model’ and a ‘social influence model’, for predicting executives’ beliefs concerning the efficacy of a broad set of business strategies and goals in achieving long-term profitability, Chattopadhyay, Glick, Miller and Huber (1999) controlled for ‘environmental turbulence’ and ‘environmental munificence’, ‘degree of SBU autonomy from the parent organization’, ‘the extent to which the participating organizations were functionally or divisionally structured’, ‘organization size’, and ‘organizational effectiveness’. Other researchers have incorporated various team process
variables, previously identified as potential mediators and moderators of executive perceptions and beliefs in the traditional upper echelons literature. Knight et al. (1999), for example, incorporated measures of ‘agreement seeking’ and ‘interpersonal conflict’ in a LISREL analysis (Joreskog & Sorbom, 1993) which competitively tested four rival theoretical models seeking to explicate the relationships between demographic diversity, team processes, and strategic consensus, while Miller, Burke and Glick (1998) incorporated measures of ‘decision comprehensiveness’ and ‘extensiveness’ in three separate studies into the effects of cognitive diversity on profitability.

Studies such as these are clearly beginning to reshape the agenda of upper echelons research, potentially opening up the black box of organizational demography. However, researchers have barely scratched the surface in the quest to understand the causal antecedents and consequences of executive cognition. Whilst these studies represent a useful beginning, future research should extend this embryonic line of inquiry by considering additional contextual and process variables that have previously been explored as potential mediators and moderators in traditional research investigating linkages between TMT demographic composition and organizational outcomes, including, for example, measures of ‘communication’ (e.g., Smith et al., 1994; Pelled, Eisenhardt & Xin, 1999) and ‘debate’ (Simons et al., 1999). Future studies might also extend this line of inquiry by exploring the linkage between executive cognition and the various outcome variables incorporated in previous studies of TMT composition, such as innovation (e.g., Bantel & Jackson, 1989), the nature and extent of strategic change (Wiersema & Bantel, 1992), and firm performance (Norburn & Birley, 1988). The extent to which these hypothesized outcome variables impact on executive cognition, both at the level of the focal executive and on the TMT as a whole, might also be fruitfully investigated in future work.

Without exception, all of these recent studies investigating the correlates of executive cognition have employed cross-sectional research designs, albeit of relatively high levels of sophistication in comparison to conventional (within the demographic tradition) investigations of upper echelon teams, thus limiting the extent to which causal inferences can be drawn in respect of the findings. A major priority for future research, therefore, is to extend this line of inquiry still further, through the use of longitudinal designs.

It is also noteworthy that very few of these recent studies have considered the correlates of executive cognition beyond the individual level of analysis. Two notable exceptions in this respect are the studies by Chattopadhyay et al. (1999) and Knight et al. (1999). The Chattopadhyay et al., study is particularly commendable for its consideration of individual- and group-level effects on the perceptions and beliefs of the individual executive. Further multilevel studies of this nature are now urgently required.

Finally, the vast majority of these studies have employed simple summed rating scales for the assessment of actors’ beliefs (see, e.g., Chattopadhyay et al., 1999; Knight et al., 1999; Miller et al., 1998; Sutcliffe, 1994; Sutcliffe & Huber, 1998). Although relatively convenient to administer, score, and interpret, as Sutcliffe (1994) has observed, a key limitation of this type of measure when used in this context is that the scales employed may not be meaningful to senior managers, being too abstract in nature. Accordingly, Sutcliffe (1994) and Wells and Bantel (2000) have called for studies that utilize richer perceptual measures, specifically, causal cognitive mapping techniques. The primary strength of causal mapping lies in its ability to capture the dynamics of strategic thought. Causal mapping techniques are action-oriented, as observed by Huff (1990: 16), not only requiring individuals to reflect on events occurring prior to the current situation, in an effort to derive plausible explanations, but also to anticipate future changes. With the notable exception of the aforementioned Markoczy (1997) study, however, very few studies of executive perceptions and beliefs have progressed beyond summed rating scales.

One technique that has been successfully employed in several studies of organizational decision processes (e.g., Hitt & Middlemist, 1979; Hitt & Tyler, 1991) and that lends itself to the modelling of executive cognition in a form which is considerably richer than the mere use of summed rating scales is the method known as ‘policy capturing’ (Slovic & Lichtenstein, 1971). Using this technique, participants are required to evaluate a variety of scenarios by means of a wide range of criteria, which a priori are likely to form the basis of their decisions. Separate multiple regression analyses are performed in turn on the judgements elicited from each participant in order to identify those criteria which are actually the most influential in their decision making. As noted by Tyler and Steensma (1998), policy capturing is advantageous for two reasons. First, unlike many other methods of cognitive assessment, by requiring participants to evaluate scenarios within the context of their own organization, as a basis for identifying the influential criteria underpinning their decisions, it enables the researcher to access their actual ‘theories in use’, as distinct from their ‘espoused theories in action’ (Argyris & Schon, 1974). Second, the stepwise regression technique used to identify the influential criteria provides an in-built check on the internal consistency of participants’ judgements in the derivation of their individual models.2
Recently, Tyler and Steensma (1998) adopted this procedure in a study of executives’ mental representations of technological alliance opportunities (see also Tyler & Steensma, 1995). The purpose of this study was to investigate the cognitive orientations executives use when they individually make assessments which they bring with them into the wider decisional arena. Assessment of alliance opportunities was modelled as a function of three major sets of factors: (1) executives’ perceptions of their companies’ emphasis on technology and risk and their perceptions of past successes and failure in alliances, (2) various alliance attributes specific to the technology, the firm, the partner and the relationship, and (3) executive experience (age cohort, educational orientation, and work experience). The policy-capturing exercise was based on some 30 scenarios and 17 predictor variables. Inter alia, it was hypothesized that older executives would have simpler mental models compared to their younger counterparts and that education, training, and functional background would, in differing ways, influence the assessment of potential alliances as depicted in the various scenarios. Education, for example, is likely to engender differing problem-solving skills and mental models, whilst individuals from technical as opposed to nontechnical backgrounds are likely to differ in terms of the extent to which they are proactive or reactive in their stance towards alliance formation. Risk judgements are also likely to vary as a function of education, training and functional background, nontechnical individuals being more risk averse in their assessments of potential technical alliances, in comparison to their technically educated, trained and/or experienced counterparts. The findings of this study offered support for several of these predictions. Technically educated executives were found to place greater weight on the opportunities provided by alliances, relative to those with other types of education, and those who perceived their firms to have a technological emphasis and past success in technical alliances were found to focus more on the opportunities of alliances and less on the risks involved, in comparison to those not sharing such perceptions.

Summary and Implications

Notwithstanding the obvious practical difficulties of negotiating access in order to study executives’ perceptions and beliefs, the work reviewed in this section demonstrates unequivocally the vital importance of using direct methods of assessment. Researchers are now beginning to develop a number of highly innovative techniques for the investigation of actors’ mental representations of strategic issues and problems, in an attempt to redress the limitations of the demographic approach that so dominated research into TMTs for much of the 1980s and early to mid-1990s. Two techniques in particular (causal mapping and policy capturing) have been highlighted, which appear to be particularly promising as a basis for exploring the antecedents and consequences of executive cognition.

As noted above, thus far, very few studies of executive cognition have gone beyond the individual level of analysis. To the extent that executives’ individual perceptions and beliefs actually form a key element of the management decision process at the team level, it makes sense to continue exploring the determinants of strategic cognition at the individual level of analysis, along the lines of the studies recently reported by Miller et al. (1998), Sutcliffe (1994), and Sutcliffe and Huber (1998), amongst others. Ultimately, however, we need to better understand the ways in which the various factors influencing and affected by executive cognition interact with one another in the shaping of individual, team and organizational behaviour and outcomes. Such multilevel processes are likely to operate in very subtle ways, as illustrated by the Chattopadhyay et al. (1999) study. This conclusion is also borne out by a rapidly developing body of theory and research specifically devoted to the analysis of actors’ mental representations of competitive environments, as reviewed in the following section.

COMPETITOR COGNITION

Competitive analysis, the identification of competitors, and the bases on which they compete with one another, is a fundamental issue in strategic management, the importance of which is reflected by its widespread prominence in the standard textbooks on the subject (see, e.g., Grant, 1998; Greenley, 1989; Hitt, Ireland & Hoskisson, 1996; Johnson & Scholes, 1999; Luffman, Sanderson, Lea & Kenney, 1987; Oster, 1990). Much of the literature on competitive analysis has been dominated by the notion of strategic groups, allied closely to the field of industrial organization economics (for reviews see McGee & Thomas, 1986; Thomas & Venkatraman, 1988). The commonly accepted definition of strategic groups is that provided by Porter:

A strategic group is the group of firms in an industry following the same or a similar strategy along the strategic dimensions. An industry could have only one strategic group if all the firms followed essentially the same strategy. At the other extreme, each firm could be a different strategic group. Usually, however, there are a small number of strategic groups which capture the essential strategic differences among firms in the industry. (Porter, 1980: 129)

The strategic groups notion was initially developed by Hunt (1972) in a study which examined the differential performance of firms in the American
home appliance industry (so-called ‘white goods’) in the 1960s, the ultimate goal being to account for intra-industry variations in the competitive behaviour and performance of firms. The theory predicts that intergroup differences in strategy and profitability arise for two main reasons, namely, differential entry barriers and, more generally, the presence of mobility barriers (Caves & Porter, 1977). Entry barriers constitute the various (largely economic) factors that prevent would-be players from entering a particular industry or market. Their effect is not uniform, however, with some strategic groups being afforded better protection than others. The concept of mobility barriers is a generalization of the concept of entry barriers, which seeks to explain the strategic behaviour of firms already operating within an industry. Mobility barriers are the various factors that prevent members of particular strategic groups from transferring or extending their membership to other groups.

Over recent years, there has been a growing recognition that this predominantly economic approach is limited fundamentally in terms of its ability to explain how or why competitive structures in industries and markets come to develop, and on what basis particular strategies are chosen. Increasingly, researchers have turned to psychological and sociological theory and research in an attempt to redress this criticism and refine understanding of the dynamics of competition.

The Evolution of Competitive Industry Structures: a Sociocognitive Analysis

Over the past 10 to 15 years, a number of researchers have advanced ‘sociocognitive’ (Lant & Phelps, 1999) or ‘social constructionist’ (Hodgkinson, 1997a) explanations for the emergence of competitive structures in industries and markets. The key elements of this emerging body of theory are summarized in Table 21.2.

Competitor Categorization Processes

As can be seen in Table 21.2, the basic starting point within this emerging body of theory is the premise that strategists do not attend equally to all potential competitors. Rather, for much the same reason that heuristics are deployed in judgement and decision making, firms are categorized and ordered within hierarchical taxonomic cognitive structures.

A great volume of work has accumulated within the cognitive sciences (for details see Lakeoff, 1987; Rosch, 1978) which suggests that categorical knowledge in general is organized in a hierarchical fashion. It has been shown that knowledge represented hierarchically is easier to process, since features which distinguish cognitive subcategories are stored at relatively high levels of abstraction, thus reducing the burden of information processing. Rosch and her associates (e.g., Rosch, Mervis, Gray, Johnson & Boyes–Braem, 1976) have shown that these hierarchically organized categories are characterized by indefinite boundary structures and that category exemplars vary in terms of their representativeness. Certain stimuli are considered to be more prototypical and these prototypes act as the ‘cognitive reference points’ against which other stimuli are compared (Rosch, 1975). Moreover, different levels of abstraction are not equally informative. The level known as the ‘basic level’ of inclusion is generally more informative and consequently attended to more frequently than other levels. Categories at higher levels of abstraction tend to be characterized by relatively few attributes which tend to be very general, and consequently less informative, in nature. Conversely, categories at lower levels of abstraction possess relatively more numerous and more specific attributes; however, they tend to overlap. It is at the basic level of abstraction that categories are optimal in terms of their information content, since it is at this level that categories possess the maximum proportion of unique attributes relative to overlapping attributes, i.e. attributes shared by neighbouring categories. For this reason, the basic level is usually found at intermediate levels of abstraction and is said to possess ‘high cue validity’ relative to categories at higher and lower levels of abstraction (Rosch et al., 1976).

Drawing on this work from the cognitive sciences, Porac and his colleagues (e.g., Porac et al., 1987, 1989; Porac & Thomas, 1990; Porac & Rosa, 1996) have argued that managers’ mental representations of competitors take the form of hierarchical taxonomies, and that attention is directed primarily towards intermediate, ‘basic level’ categories (see also Hodgkinson & Johnson, 1994). Researchers investigating the emergence of competitive structures from a sociocognitive perspective are also generally agreed that competitive groups are graded, as opposed to all-or-nothing, phenomena, with fuzzy boundaries and core and peripheral exemplars (see, e.g., Hodgkinson, Padmore & Tomes, 1991; Hodgkinson, Tomes & Padmore, 1996; Porac et al., 1987; Porac & Thomas, 1994; Reger & Huff, 1993; Lant & Baum, 1995; Peteraf & Shanley, 1997; Lant & Phelps, 1999). According to these researchers, the categorization of competitors in this way enables actors to simplify reality and hence take action within the constraints imposed by bounded rationality.

The Social Construction of Competitive Groups

It is as various basic-level cognitive categories defining the boundaries of competition come to be shared amongst rivals, through processes of social
<table>
<thead>
<tr>
<th>Key concept(s)</th>
<th>Principal contributor(s)</th>
<th>Theoretical origins</th>
<th>Key insight(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competitor categorization</td>
<td>Porac, Thomas and Emme (1987)</td>
<td>Experimental psychology and cognitive anthropology</td>
<td>1. Due to fundamental information-processing limitations, individuals attend only to a limited subset of potential competitors and only consider a restricted range of strategic options</td>
</tr>
<tr>
<td></td>
<td>Hodgkinson and Johnson (1994)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Porac and Thomas (1990, 1994)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2. Competitor categorization schemes are formed on the basis of attribute comparisons and organized hierarchically</td>
</tr>
<tr>
<td></td>
<td>Porac, Thomas and Baden-Fulcher (1989)</td>
<td>Social psychology of organizations and the sociology of knowledge</td>
<td>Discernible competitive structures emerge because over time strategists from rival firms develop highly similar (or ‘shared’) mental models of the competitive arena, due to the fact that they share similar technical and material problems and frequently exchange information in the conduct of their business transactions. This process of social exchange, in turn, leads to the development of a shared understanding – throughout the community of firms within the marketplace – of how to compete</td>
</tr>
<tr>
<td></td>
<td>Porac and Thomas (1990)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competitive enactment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognitive inertia</td>
<td>Porac and Thomas (1990)</td>
<td>Categorization theory</td>
<td>Once established, actors’ mental representations of the competitive landscape are relatively difficult to change, due to the fact that new information is processed using extant categories. Consequently, there is a danger that major changes taking place within the business environment may go undetected until such time as the organization’s capacity for successful adaptation has been seriously undermined. Left unchecked, cognitive inertia may ultimately render entire populations or subpopulations of firms extinct</td>
</tr>
<tr>
<td></td>
<td>Hodgkinson (1997b)</td>
<td>Population ecology</td>
<td></td>
</tr>
<tr>
<td>The cognitive lifecycle of market domains</td>
<td>Levenhagen, Porac and Thomas (1993)</td>
<td>Various, including cognitive categorization theory, competitive enactment, population ecology, and institutional theory</td>
<td>1. A four-stage lifecycle (concept formation → concept championing → concept appropriation → institutionalization) underpins the social construction of market domains</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2. ‘Frame-making’ and ‘frame-breaking’ entrepreneurs initiate the key processes of social construction</td>
</tr>
</tbody>
</table>

(Contd.)
<table>
<thead>
<tr>
<th>Principal contributions</th>
<th>Cognitive categorization theory, competitive enactment, and institutional theory</th>
<th>Theoretical origins</th>
<th>Key insight(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Competitive sets and institutional isomorphism</td>
<td>Lant and Baum (1995)</td>
<td>Cognitive categorization theory, competitive enactment, and institutional theory</td>
<td>1. As argued by Porac et al. (1989), mutual enactment processes result in discernible groupings of competitors, i.e., competitive sets of isomorphic firms. Specifically, cognitive categorization schemes of competitors act as a vital source of institutionalized behavior among groups of rival firms, potentially giving rise to two forms of isomorphism: mimetic and normative isomorphism (Pearce and Zahra, 1995). 2. In turn, these shared cognitive categorization schemes of rivals are a vital source of institutionalized behavior among groups of rival firms, potentially giving rise to two forms of isomorphism: mimetic adoption and normative isomorphism (McFarland et al., 1995).</td>
</tr>
<tr>
<td>Relational modeling and social learning</td>
<td>Peteraf and Shanley (1997)</td>
<td>Relational modeling and social learning theory</td>
<td>1. The accumulated experience gained through social learning and identification within a group enables organizations to reduce their transaction costs by forming collaborative interorganizational relationships. Social learning enables organizations to reduce their transaction costs. 2. These processes of social learning are a necessary but insufficient condition for the emergence of strategic groups that have real and measurable effects. In addition, social identification must occur in order for the group to be identified with the group.</td>
</tr>
<tr>
<td>Situated learning</td>
<td>Lant (1999)</td>
<td>Situated learning theory</td>
<td>Extant sociocognitive explanations for the emergence of knowledge communities represent an undersituated perspective, which underemphasizes the extent to which learning within and between competitive groups is embedded in a social milieu. Within this body of work, learning is viewed primarily as a vicarious process. In reality, however, emergent and collective processes that occur through social interactions among the various players within and between competitive groups yield not only common and predictable patterns of behavior, but also help to preserve variations in the structures, strategies, and beliefs within these groups.</td>
</tr>
</tbody>
</table>
Construction, that discernible competitive structures are hypothesized to emerge, by a number of researchers. Drawing on the work of Berger and Luckmann (1967) and Weick’s (1979) observation that organizations often create their environments through collective sense-making processes, then act as if their cognitive constructions were true, Porac et al. (1989) have termed this process of social construction ‘competitive enactment’ (see also Porac & Rosa, 1996; Porac & Thomas, 1990; Weick, 1995). Porac and his associates contend that over time, individuals’ beliefs about the identity of their competitors, suppliers, and customers become highly unified through mutual enactment processes, in which subjective interpretations of externally situated information are objectified via behaviour.

This argument is illustrated graphically in Figure 21.3. Each competitor is involved in an individual enactment process in which the mental model of its strategists is reciprocally intertwined with its strategic choices and the material conditions of the marketplace. Other parties involved in the same transactional network, however, are also enacting their beliefs, through activities within the marketplace. While the interpretations of customers, suppliers, and competitors are all involved in structuring the transactional network, it is the enactment processes of the latter which are particularly important, due to the fact that they serve to link firm-level and group-level competitive activities, through the creation of socially shared belief systems.

As summarized in Table 21.2, various strands of theory from a number of sources are broadly supportive of the notion of competitive enactment. They each offer complementary insights that extend this line of reasoning. The cognitive lifecycle concept explicated by Levenhagen et al. (1993), for example, highlights the importance of leadership as a major factor governing all elements of this social construction process, from initial concept creation and the development of category prototypes, through their wider adoption by groups of rivals within the marketplace, to the institutionalization of competitive practices and their eventual destruction by entrepreneurial agents actively seeking to overturn ‘the rules of the game’.

While the lifecycle notion outlined by Levenhagen and his colleagues identifies a key role for business entrepreneurs as the engineers of new categories of competitor definition, the phenomenon known as ‘cognitive inertia’, highlights one of the potential difficulties confronting would-be innovators: they must also be able to successfully challenge the legitimacy of extant categories if their ideas are to ultimately gain credence within the wider marketplace. Cognitive inertia has been identified by a number of researchers as a major barrier to organizational learning and strategic renewal. As Porac and Thomas (1990) have observed, the literature abounds with anecdotal evidence suggesting that all too often strategists are unable to conceptualize the identities of their organizations sufficiently quickly in the face of radically new forms of competition (see also Abrahamson & Fombrun, 1994; Barr & Huff, 1997; Barr, Stimpert & Huff, 1992; Huff, Huff & Thomas, 1992; Rindova & Fombrun, 1999; Senge, 1990).

The work of Lant and Baum (1995) adds additional, complementary insights into this social construction process, through a consideration of ‘isomorphism’, the tendency observed by institutional theorists (e.g., DiMaggio & Powell, 1983; Meyer & Rowan, 1977) for organizations to develop shared beliefs, structures, networks of relations, and practices over time. Like Porac and his colleagues, Lant and Baum contend that managers enact a structure of strategic groups, responding to, and creating, their competitive worlds in a manner consistent with their own cognitions. Lant and Baum have identified two mechanisms of isomorphism, each underpinned by categorization processes, which potentially may play a key role in the social construction of competitive groups and the institutionalization of competitive practices: (1) mimetic isomorphism, resulting from firms monitoring one another; and (2) normative isomorphism, arising from cues taken from various normative sources, such as the parent company (if the organization is part of a wider conglomerate), and agents in the
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Building on this key insight, this new perspective challenges a fundamental premise of conventional strategic groups theory, the notion that mobility barriers serve as protective devices which preserve the long-term survival chances of established groups (Caves & Porter, 1977). According to Lant and Phelps (1999), strategic groups with high mobility barriers will actually have lower long-term survival chances, compared to groups with lower barriers, due to the fact that these barriers inhibit learning by preventing players with new beliefs and practices from entering the group. Over time, this will result in a lessening of variation in structures, strategies and beliefs, thus rendering the wider population of firms vulnerable to competency-destroying technological changes of the sort discussed by Tushman and Anderson (1990).

The situated learning perspective also calls into question the adequacy of the ‘topographic’ view of organizations portrayed within much of the extant body of work on the sociocognitive analysis of competition and indeed the field of organization studies more generally. Drawing on the work of Tsoukas (1992), Araujo (1998) and Palinscar (1998), Lant and Phelps (1999) challenge two assumptions in particular implicit within this view: (1) the assumption that knowledge is localized in individual minds or other anthropomorphized entities such as organizations; and (2) the assumption that organizations are relatively self-contained, bounded entities that learn through key individuals, such as top managers.

Empirical Studies of Competitor Cognition

Unfortunately, very few elements of this emerging body of sociocognitive theory have been empirically tested with an acceptable degree of rigour. The basic argument that individuals attend only to a limited subset of potential competitors and competitor categories has been well established empirically (see, e.g., Gripsrud & Gronhaug, 1985; Hodgkinson & Johnson, 1994; Johnson, Daniels & Asch, 1998; Porac & Thomas, 1994; Porac et al., 1987, 1989; Porac, Thomas, Wilson, Paton & Kanfer, 1995; Reger & Huff, 1993). Porac and his colleagues have also uncovered empirical evidence suggesting that business strategists regard their own firms as the prototypical exemplar of the category or categories in which they locate their major source(s) of competitive threat, i.e., the ‘primary competitive group’. Porac and his colleagues argue that the manager’s own business acts as the cognitive reference point against which they evaluate potential rivals on the basis of feature comparisons; the greater the perceived similarity between a strategist’s own firm and a given rival, the greater the perceived competitive threat (Porac et al., 1987; Porac & Thomas, 1994). Beyond these basic observations,
however, there is very little high-quality evidence to substantiate the claims of the various sociocognitive theorists, discussed above.

As with virtually any new line of inquiry, theorizing in this area has evolved largely on an inductive basis, using studies of particular industries and markets in order to illustrate the applicability of selected focal concepts. The basic features of competitive enactment, for example, were demonstrated empirically by means of a small scale, inductive study of the Scottish knitwear industry \((N = 17\) participants) conducted by Porac et al. (1989). This study, revealed an overwhelming tendency for managers from a number of rival firms to disregard as competitors those firms located outside the immediate vicinity of Scotland, despite the fact that Scottish knitwear producers account for a mere 3% of the total amount of knitted outerwear manufactured on a worldwide basis. The cognitive lifecycle conception developed by Levenhagen and his colleagues was also grounded contextually, by drawing on occasional examples ‘provided from research conducted by the authors in the software development industry’ (Levenhagen et al., 1993: 76).

Building on the notion of competitive enactment, competitor categorization theory and the arguments outlined earlier concerning institutional isomorphism, Lant and Baum (1995) drew on a study of \(N = 43\) hotel managers in the Manhattan district of New York. Using a form of network analysis (Borgatti, Everett & Freeman, 1992) in conjunction with hierarchical cluster analysis, some \(14\) competitive groupings (i.e., ‘competitive sets’) were identified from a total of \(167\) hotels. As predicted, managers within each discernible group of hotels tended to regard one another as relevant competitors. Also as predicted, a number of significant differences emerged between the competitive groups in relation to the mean size, price, and location (street and avenue) of the hotels, indicating that the aggregation of the competitive sets elicited from the individual managers reveals relatively homogeneous groups of hotels. Like the aforementioned Scottish knitwear study, the findings of this study offer broad support for the general proposition that competitive structures may evolve through processes of social construction, involving competitive enactment. However, as the authors themselves readily acknowledge, due to limitations in the research design, this study contributes very little to understanding of the precise mechanisms through which such managerial perceptions converge over time, thereby giving rise to institutional isomorphism. Given that this study utilized a cross-sectional design, it was not possible to discern which of the various hypothesized forms of mimetic and normative isomorphism ultimately accounts for the observed pattern of findings.

As with the Scottish knitwear study, the findings of this research should be regarded as tentative rather than conclusive, opening the field to further lines of inquiry, with larger samples and greater controls. A larger-scale follow-up investigation of the Scottish knitwear industry reported by Porac et al. (1995) and a more recent study of mimetic adoption processes (Greve, 1998) illustrate two rather differing (but nonetheless complementary) ways in which this preliminary work might inform future research in this area.

Commencing with a series of field interviews of managing directors (MDs) \((N = 20)\) as a basis for capturing the ‘nomenclature’ of the knitwear industry, Porac and his colleagues developed a structured questionnaire which was subsequently administered to a further sample of \(N = 89\) MDs. (A panel of three industry experts was consulted in order to help verify and interpret the information gathered during the preliminary interviews, prior to constructing the questionnaire.) The questionnaire data were submitted to a network analysis, along similar lines to the Lant and Baum (1995) study. The findings suggested a six-category model of organizational forms which seemed to capture actors’ common perceptions of competition within the industry, with several attributes (principally size, technology, product style, and geographic location) forming the underlying basis of this commonly perceived structure.

In a population ecology study of the spread of new radio formats in the USA, Greve (1998) modelled processes of innovation diffusion, using the technique of event history analysis (Tuma & Hannan, 1984), the study population being commercial radio stations. On the basis of his findings, Greve concluded that the major driver of the mimetic adoption of new market positions is managers’ mental models, which in turn are informed by information access (the degree to which they are able to observe competitors by virtue of geographical proximity) and relevancy judgements (as measured by market size). According to Greve, differential access to information, coupled with variations in perceived relevance, has given rise to the emergence of new strategic groups within this industry, through selective mimetic adoption. These results, suggesting that managers distinguish markets using market size as a relevancy criterion for deciding which competitors’ practices are worthy of imitation, represent the beginnings of a journey to discover how managers categorize and distinguish markets.

Ultimately, if social constructionist notions such as competitive enactment, cognitive inertia, institutional isomorphism, the related cognitive lifecycle conception, outlined above, are to be tested with an acceptable degree of rigour, large-scale longitudinal field studies are required, in order to track actors’ mental representations over time. Thus far, however, only three studies have investigated actors’ mental representations of competition using...
some form of longitudinal design (Grohaug & Falkenberg, 1989; Hodgkinson, 1997b; Reger & Palmer, 1996). Two of these studies (Hodgkinson’s study of the UK residential estate agency industry and Reger and Palmer’s study of the US financial services industry) provide evidence in support of cognitive inertia. Unfortunately, however, the latter study and the study by Gronhaug and Falkenberg suffer from serious methodological drawbacks.

The Reger and Palmer study of the U.S. financial services industry is in actual fact an amalgamation of three data sets, respectively gathered in 1981, 1986, and 1989 from different subsectors, each located in different geographical regions of the USA. This, and the fact that different researchers gathered the data on each occasion, using varying elicitation procedures, severely limits the inferences that can be drawn in respect of the findings. The Gronhaug and Falkenberg study, by contrast, is limited by virtue of the fact that the data were gathered retrospectively, using an extremely small sample (just seven participants from four organizations). The reliability and validity of subjective recall techniques in strategy research has been increasingly called into question over recent years and clearly should only be used in circumstances when no feasible alternative is possible (cf. Golden, 1992, 1997; Miller, Cardinal & Glick, 1997).

Hodgkinson’s study is the only study to date, in this area, to have employed a truly prospective research design. In this study the participants were each required to identify 20 competing estate agency firms (including their own organization) in response to a series of standardized category titles (identified through documentary sources and pilot interviews). The participants assessed each firm in turn, using a series of 21 bipolar attribute-rating scales. A ‘three-way scaling’ (Arabie, Carroll & DeSarbo, 1987) analysis revealed a two-dimensional group space configuration (‘quality’ × ‘market power’) which meaningfully represented the aggregated data (N = 206 participants from N = 58 organizations) gathered at time 1. A follow-up investigation of a subsample of N = 114 of the original participants from N = 41 of the organizations concerned, some 12–18 months later, found that neither the group space configuration, nor the ‘source weight’ (Arabie et al., 1987) vectors, reflecting individual differences in the relative salience of the underlying dimensions of the group space configuration, differed significantly, despite a highly significant downturn in the domestic housing market from time 1 to time 2. Whilst this study is commendable for its incorporation of a prospective research design, unfortunately, the interval between the data-gathering exercises may have been too short for significant cognitive changes to have emerged. Clearly there is an urgent need for additional studies employing this type of design, over extended time periods, across a range of industries.

The notion that competitive groups are socially constructed implies a strong requirement for studies in which the mental representations of multiple informants, situated at differing vantage points within and between organizations in the same industrial sector, are assessed repeatedly over differing time periods. Such studies would enable researchers to explore the extent to which, under what circumstances, and over what time scale and with what effect, actors’ mental representations of competition converge, diverge, stabilize, and change. Thus far, however, very few studies have sought to systematically compare and contrast actors’ mental representations of competitive environments on a cross-sectional basis, let alone using longitudinal datasets.

Virtually all of the empirical evidence that has been gathered as a basis for developing and/or testing this emerging body of sociocognitive theory has relied on the use of single informants (typically the owner-manager, managing director, or CEO) from each participating organization, as exemplified by the Scottish knitwear (Porac et al., 1989, 1995) and Manhattan hotel industry (Lant & Baum, 1995) studies outlined above. These and a number of other researchers investigating strategic groups from a cognitive perspective (e.g., Dess & Davis, 1984; Fombrun & Zajac, 1987; Porac et al., 1987; Porac & Thomas, 1994; Reger & Huff, 1993) have implicitly or explicitly assumed away the significance of potential intra- and inter-organizational variations in cognition, treating such variations as a source of unwanted error variance, focusing instead on commonly reported perceptions and beliefs. This practice rests on the largely untested assumption that the views of those particular individuals investigated are actually representative of the wider organization as a whole (or at least the dominant coalition). Recently, however, a number of researchers have amassed findings that cast considerable doubt on the validity of this assumption and hence the adequacy of single informant designs as a basis for modelling competitive industry structures (see, e.g., Bowman & Ambrosini, 1997a, b; Bowman & Johnson, 1992; Calori, Johnson & Sarnin, 1992, 1994; Daniels, Johnson & de Chernatony, 1994; Hodgkinson & Johnson, 1994; Johnson et al., 1998). Unfortunately, however, the varying levels of cognitive homogeneity and diversity observed across these studies are confounded, by virtue of the wide range of cognitive mapping methods employed, coupled with the fact that they have been carried out in a diverse range of industries, thus severely limiting the interpretations which can be placed on the findings (for further details see Hodgkinson, 1997a, 2001).
Summary and Implications

As with the work on heuristics and biases in strategic decision making, and that exploring the interrelationships between top team composition, executive cognition and organizational outcomes, research into the sociocognitive underpinnings of competitive industry structures is still in its early infancy. In recent years a number of interrelated theoretical notions have been brought to bear on the sociocognitive analysis of business rivalry, in an effort to refine understanding of the ways in which actors create, legitimize, destroy, and re-create industries and markets over time. Unfortunately, however, as we have seen, there is a dearth of high-quality empirical evidence to substantiate the claims of theorists in respect of these key processes. The overwhelming majority of studies have utilized cross-sectional, single-informant designs, whereas longitudinal designs, involving multiple informants from large numbers of participating organizations, are ultimately required if this emerging body of sociocognitive theory is to be adequately scrutinized empirically. The situated learning perspective recently advanced by Lant (1999) and Lant and Phelps (1999) has further heightened the need for such investigations, by drawing attention to the importance of multilevel system interaction effects within and between organizations. When viewed from this perspective, it is clear that, as in the analysis of cognitive processes in top management teams, researchers have barely begun to scratch the surface in the quest to explore the antecedents and consequences of actors’ mental representations.

CONCLUDING REMARKS

This chapter has presented an overview of theory and research into a number of cognitive processes in strategic management. Three streams of work in particular have been highlighted, in an attempt to convey something of the excitement captivating the community of scholars involved in the development of this emerging subfield: applications of behavioural decision theory and research to strategic decision making, the antecedents and consequences of strategic cognition amongst executive team members, and the sociocognitive analysis of competitive industry structures. In each case, a number of nontrivial methodological hurdles have been identified that need to be overcome if the psychology of strategic management is to progress beyond its present status, within the field of industrial, work and organizational psychology, as an emergent topic area. Arguably, the greatest challenge confronting researchers in this respect is the need to secure access to sufficiently large samples of individual participants and participating organizations for statistically robust findings to be generated. As with virtually any newly developing line of inquiry, the overwhelming majority of studies used to support the development of theory in this area have been relatively small-scale, exploratory studies, characterised by poor or nonexistent controls, thereby rendering problematic the extent to which alternative explanations for key findings can be ruled out.

A partial solution to this problem in future work could involve the greater use of experimental techniques. As noted earlier in the section on heuristics and biases, despite the obvious advantages of the experimental method, this approach has been greatly underutilized in the field of strategic management. Two recently published papers by Clark and Montgomery (1999) and Kilduff, Angelmar and Mehra (2000) illustrate how use of the experimental method might be fruitfully extended beyond the study of heuristics and biases in strategic decision making in future work, both in order to further understanding of the sociocognitive processes underpinning the development of competitive structures in industries and markets, and as a basis for illuminating the nature and significance of cognitive processes in top management teams.

Clark and Montgomery (1999: study 2) employed MARKSTRAT2 (Larreche & Gatignon, 1990), a business game designed to simulate processes of competition, as part of a wider investigation into competitor categorization processes. The overall findings complement and add to various insights derived from previous studies into competitor categorization processes, reviewed earlier in this chapter, showing, for example, that managers may name too few competitors, that they should focus more on competitors as defined by customers (using demand-based as opposed to supply-based attributes), that they should be aware of perceptual asymmetries (e.g., the tendency for small firms to ‘look up to’ larger firms but not the converse), that they should periodically revisit how they identify competitors, and that they should identify potential competitors for tracking purposes.

More recently, Kilduff et al. (2000) have employed a variant of the MARKSTRAT simulation as a vehicle for examining: (1) the linkages between demographic and cognitive team diversity, and (2) the reciprocal effects of diversity and firm performance. The findings indicated that high-performing teams were marked by a tendency to preserve multiple interpretations of reality at the outset, with greater clarity emerging towards the end of the team’s lifecycle. Whilst cognitive diversity in teams affected and was affected by changes in firm performance, contrary to the researchers’ expectations – but by no means inconsistent with several other recent studies conducted outside the confines of the laboratory (e.g., Markoczy, 1997) – demographic diversity had no noticeable effects on
the measures of cognitive diversity employed. There are, of course, a variety of possible explanations for this negative finding, not least the possibility that the particular simulation package (MARKSTRAT) and/or the particular measures of demographic and cognitive diversity employed may have been insensitive to the detection of such relationships (cf. the earlier discussion of demographic faultlines (Lau & Murnighan, 1998) and Pelled’s (1996) intervening process theory). Nevertheless, these findings, together with those of the Clark and Montgomery study, demonstrate that, as in the case of heuristics and biases research, laboratory simulations provide a potentially useful basis for ensuring that findings obtained through less rigorous procedures, such as observational field studies and interviews, can be replicated under controlled conditions. Further work along these lines would greatly strengthen the empirical knowledge base underpinning all three streams of theory and research surveyed in this chapter.

A second major methodological challenge confronting strategic cognition researchers concerns the need to develop additional methods, beyond basic summed rating scales, which are suitable for the mass assessment of actors’ mental representations of strategic issues and problems. With the notable exceptions of the technique devised by Markoczy and Goldberg (1995) for the systematic elicitation and comparison of causal maps, policy-capturing methods, such as that employed by Tyler and Steensma (1995, 1998) in their studies of technological alliances, and three-way scaling procedures, such as the one employed by Hodgkinson (1997b) in his study of competitor cognition in the UK residential estate agency industry, few of the techniques presently available for mapping strategic thought yield data in a form amenable to large-scale, multilevel hypothesis testing of the sort required to enable research within this topic area to progress to levels of maturity that would be comparable to those of the better-established subfields of industrial, work and organizational psychology. As noted by Hodgkinson (2001), all too often researchers have employed cognitive mapping procedures that have yet to be screened in terms of their basic psychometric efficacy and/or which yield data in a form unsuitable for the comparison of large numbers of maps on a systematic basis.

Ultimately, if the problems identified in this chapter are to be addressed on a satisfactory basis, researchers will need to collaborate with one another in large-scale, multidisciplinary teams, in some cases spanning several institutions. While this type of collaboration is undoubtedly a highly labour-intensive process in comparison with conventional approaches to the conduct and management of applied psychological research, the potential benefits must surely outweigh the considerable transaction costs involved, for, in the final analysis, laboratory experiments, however well designed and executed, are no substitute for the gathering of large-scale, high-quality data sets from top-level executives in situ.

NOTES

1 For additional applications of the Markoczy–Goldberg procedure see Markoczy (1995).
2 Ordinarily, an $R^2 < 0.40$ is taken as the cutoff, respondents failing to generate individual models that exceed this minimum level of explained variance being thrown out on the grounds of unacceptably low reliability (Keats, 1991; Tyler & Steensma, 1995, 1998). The stepwise regression technique employed in policy capturing also provides a convenient basis for the assessment of cognitive complexity at the level of the individual participant, namely, the number of statistically significant predictors ($P < 0.05$) entered into their final model.
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